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Introduction

1.1

Introduction

Computer algorithms based on Artificial Intelligence (Al) have become a success story and are
now part of daily life. Machine Learning (ML) is a subset of Al in which humans provide the input
data and expected results, and the computer determines “rules” with which it can process the data
to approach the expected results. These “rules” may be considered as representations of the
data. Deep Learning (DL) is considered a further subset of ML, in which there are successive
layers of representations. ML methods have resulted in solutions ranging from facial recognition to
web-based language translation. They have also been applied in many domains of biomedical
research. However, the setup and use of ML toolkits is a task requiring a lot of methodological
insight as well as specialized IT expertise.

The aim of PAl is to drastically lower the entry barrier to the ML methodology for researchers
analyzing biomedical images. PAl is designed as a framework, allowing users to develop their own
tailored ML-based image segmentation solution while working entirely within the familiar PMOD
environment.

PAIl Purpose

Segmentation of pathology or of organs/regions that do not conform to common templates can be
a tedious, time-consuming and subjective procedure. The use of machine learning to automatically
perform such a segmentation has the potential to save large amounts of time and improve
reproducibility.

In the example shown below, regions of necrotic, gadolinium-enhancing and penumbra of a brain
tumor are shown in color on a gray-scale anatomical T1-weighted MR image. Contrast from four
MR series (T1-weighted, T2-weighted, T2-FLAIR, gadolinium-enhanced T1-weighted) were used
to define these regions. For the top row, created by an expert reviewer using manual
segmentation, this process takes many minutes or even hours. In the bottom row, the broadly
similar segmentation result was generated by a trained convolutional neural network and took
seconds.

Ground Truth

)

Al-based
segmentation

&)

However, training a convolutional neural network to perform such a segmentation task requires a
substantial amount of data, time and effort.

PMOD’s PAI framework aims to make training and deploying ML-based segmentation more
accessible to non-expert users. PMOD’s well-tested tools for image processing and traditional
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1.2

segmentation provide an excellent base to prepare the training data needed for supervised
machine learning.

PAI Overview

The structure of the PAI framework is illustrated below.

PSEG + PAI ML models in @& python

1
I
I
* Multichannel 1
‘i} L Segmentation "
* User model 1 i
* User model
\ PMOD's User model_2 "
R Console i

REFEREMCE SEGMENTS

‘ ¥ Tensor ‘
The actual ML platform used by PAI is the well-known TensorFlow solution. The neural network
structure and the training method are correspondingly developed as Python scripts suitable for
TensorFlow and constitute the ML model. The data for supervised learning are prepared in PAI,
communication with TensorFlow is implemented via the R console in PMOD.

Learning Set

The Learning Set in PAI consists of references to the training data (i.e. Links to the input series in
a PMOD database) and a specification of the preprocessing steps required to bring the data into a
format suitable for machine learning. The training data itself consists of data samples. Each data
sample consists of an input (one or several images) and its expected segmentation result (one or
several segments, in the format of label maps that can be associated with the input images).

Training
Training is performed in TensorFlow using a Learning Set and an ML model. There are different

mechanisms available, which will be explained below. Basically, training can be performed locally
in PSEG, or delegated to a more powerful infrastructure such as Cloud-Computing.

Training Result

The result of training is a "trained model" - a set of Weights for the layers in neural network, and a
Manifest file containing information about the training process. These results are added to the
Learning Set, making it ready for use in Prediction (i.e. automated segmentation). As new
training data become available, it can be added to the Learning Set and incremental training
performed to improve prediction. An export functionality allows transfer of the result to other PMOD
installations for prediction (sometimes known as Deployment).

Prediction

Prediction applies the trained model, in PSEG, to a new set of input image data, resulting in a
segmentation result. The segments may then be converted to VOIs and used for quantification.

PMOD Atrtificial Intelligence Framework (PAI) (C) 1996-2020
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,[ ‘ & PSEG + PAL ML models in @ python
NEW IMAGE DATA : | _K o Misklchknngi
| Sagmentation
+ I _{} _7G § ~ | * User_model 1
I \ PMOD's | * User_model 2
I R’ R Console s
R e i s e el _pn_= -

¥ Tensorf

Implementation in PSEG

All PAI functionality is integrated in PSEG. If PAl has been licensed, a + Al indication appears next
to PSEG in the main PMOD ToolBox:

‘@@ Pmod

L4 i PMOD Version 4.201

(3 B+ ~ @ R

Kinetic

PXMod
:

I& Segment + Al
-
o

Similarly, in PSEG the Segment tab becomes Segment + Al

[ DE Load Statistics | Texture analysis

58 Demo

Subject Name *
Subject ID *

and the menu button as well:
a Segment + Al» | = O T [@ R a

1.3 Example included in Distribution

PAIl is provided with a demonstration neural network architecture designed for multichannel
segmentation. This architecture expects one or more 3D input series and generates segmentation
results with one or more segments/VOls.

The initial application of this architecture was for a case called Tumor Detection. A trained model
Tumor Detection is available in the Segmentation tool when PAI is licensed, using the
Multichannel Segmentation architecture. It is based on the MICCAI Brain Tumor Segmentation
(BraTS) Challenge: http://braintumorsegmentation.org. BraTS utilizes multi-institutional pre-
operative MRI scans and focuses on the segmentation of intrinsically heterogeneous (in
appearance, shape, and histology) brain glioma tumors.
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Training and testing of the Tumor Detection model in PAI was performed using the data from the
2020 BraTS Challenge containing 369 samples. Each sample consists of four MR images (native
T1, post-Gd-contrast T1-weighted, T2 FLAIR, T2-weighted) and one image containing three
reference segments as label numbers.

The Multichannel Segmentation architecture is a modified version of the convolutional neural
network U-Net:

4 18 16 16 16416 16 3 0

> g -3 | > o >

';. 2 = 82 32:32 3 3

=7

| > conv + BN + leakyReLU
- 128 128 12%_. 128 : [>  [>+dropout +[>
: : : ’ [> sigmoid
' concatenate
upsampling
: 256 3 »

X downsampling
o

The output of the Tumor Detection model is a label image with three segments (label 1: non-
enhancing tumor; label 2: peritumoral edema; label 4: Gd-enhancing tumor).

A second experimental model based on the Multichannel Segmentation architecture is included
with PMOD 4.203. This model is called Rat Brain Dopaminergic PET. It requires early and late
average images derived from PET with tracers such as ["'C]-raclopride and [''C]-methylphenidate,
and the output is a label image with three segments (label 1: cerebellum; label 2: left striatum; label
3: right striatum). The model was trained using 382 rat brain dopaminergic system dynamic PET
datasets. A description of the preparation of the data and process to train and evaluate the model
is included later in this documentation as a case study.

BraTS Reference:

Bakas, Spyridon & Reyes Jan. (2019). Identifying the Best Machine Learning Algorithms for Brain
Tumor Segmentation, Progression Assessment, and Overall Survival Prediction in the BRATS
Challenge. https://arxiv.org/pdf/1811.02629.pdf
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2 Installation of PAI Infrastructure

PAI requires the following elements:

PMOD version 4.2 with PSEG and PAI licensed (please use the latest build available in our
download area)

Local installation of R with the required packages. PMOD uses the R functionality via the Rserve
library. Please refer to the PMOD Base Functionality User Guide for details about the integration
of R with PMOD.

Configuration of the PMOD R Console to use a local R installation
Local installation of Python (version 3.8 is required)

Installation of TensorFlow (version 2.3 or newer) via Python

Please follow the installation instructions applicable for your operating system.

2.1 Windows

Windows 10 or Windows Server 2019 are required as the operating system.

2.1.1 Python and TensorFlow Installation

The additional packages required for PAlI on Windows should be installed from their respective
websites.

Please follow these steps:

1.

Install Microsoft Visual Studio 2015, 2017, 2019 Runtime (i.e VC_redist.x86.exe).
https://support.microsoft.com/en-us/help/2977003/the-latest-supported-visual-c-downloads

Check whether you have a compatible GPU. TensorFlow only supports NVIDIA GPUs in
combination with NVIDIA’'s CUDA Toolkit. Tables of compatible GPUs are available on
https://developer.nvidia.com/cuda-gpus

If your GPU is compatible, install NVIDIA drivers, Toolkit and models for TensorFlow 2.4:
a. Drivers 11.0: https://www.nvidia.com/download/index.aspx?lang=en-us

b. CUDA Toolkit 11.0: https://developer.nvidia.com/cuda-toolkit-archive

c. cuDNN 8.0.4 for CUDA 11.0: https://developer.nvidia.com/rdp/cudnn-download

. Install Python 3.8 64-bit (select “Add Python to PATH”, enable pip option and long paths).

https://www.python.org/downloads/windows/

Upgrade pip by entering in a command terminal:
python -m pip install --upgrade pip

Install TensorFlow by entering in a command terminal:
python -m pip install --upgrade tensorflow

Check that tensorflow appears in the list of installed packages:
python -m pip list

Test TensorFlow by entering in a command terminal:

python -c "import tensorflow as tf;print (\"Num GPUs Available: \",
len(tf.config.experimental.list physical devices ('GPU')))"

This test returns the number of compatible GPUs available for PAI. Zero is an acceptable result
if you do not have a CUDA-compatible NVIDIA GPU.

Note: GPU support for Windows (point 3. above) was tested for TensorFlow 2.4.
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2.1.2

2.1.2.1

PMOD Atrtificial Intelligence Framework (PAI) (C) 1996-2020 . med

R Installation

Please download and install the most recent R version for Windows from https://cran.r-project.org/
(note that our testing to date has used version 4.0.3).

There is no need to manually install additional R packages. PMOD will automatically download and
install the necessary packages when the PMOD R Console is started for the first time. If no R
functionality besides PAl is used in a particular PMOD installation, the installation can be restricted
to a minimal package set as described in Minimal R Configuration ' below.

Default R Configuration

Following R installation, start PMOD and open the Configuration facility from the main ToolBox.

& PMOD Configuration and User Settings X
$: USERS [ B DicoM | DATABASE f @ FTP Modes On Start
] |

@ Usert = T Editusername % Addnewuser b

[¥] Login enabled [+ & User settings are saved when switching the user.
| 'SE MGS i PXMOD Models & PKIMN Models | READ /WRITE Formats | LOADING TOOLS COLORTABLES | MODULES ]

[ REPORT | DATABASES i FTP Nodes | APPEARANCE | STATISTICS | PRESETS |
Haottest Pixels Analysis Number of pixels 5 Hypoxia Index threshold 0.0 (Absolute value) Probability threshold 0 5 (0-1)

Peak VOl volume 1.0 [ccmy)
SUV Scan Date | Time ® Serles ) Acquisition ) Scan

VOl Classification mode: [ =
[v] Save Patient Info in WOls {required by DB restoring from file system)

[¥] R Statistics Console 2 Port 5099 ¥ Clear packages @&

[ B 1@ Startiocal R

C./Program Files/R/R-4.0.3/binMx64/R. exe (o
(Type "R" if R_HOME\binw54\ is added to the PATH system variable.}
Required packages from repository on sta Install to Pmod folder v 4 »
Comprehensive R Archive Network (CRAN) [oc3ion. Edrope Tale
[E58) ) Server
FenkAl R Configuration test
Address
Login (Empty = automnalic login)
Password (Empty = autematic login)
Python
b | E ? | Ok | Cancel

On the STATISTICS tab select Start local R to ensure local execution and verify that the path to
the local R installation is correct. Select Install to Pmod folder to avoid permission problems
when installing the R packages.

Restart PMOD and wait for the R icon on the main ToolBox to become active.

& Pmod — X
' & PMOD Version 4.203
i B -~ = |E|
i
= Sl Kinetic


https://cran.r-project.org/
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PMOD Atrtificial Intelligence Framework (PAI)

Then click on the R icon to open the PMOD Console. The required packages are downloaded and

installed, followed by an execution test and printing of the R version information:

MR .Relzometry ¥ | 7 General ANOVA

q
¥ Output

Conneding lo the server localhost .. Conneded
Loading default settings ... Loaded
Execulion lest__ Passed

R version 4.0.3 (2020-10-10) Bunny-Wunnies Freak Out Windows

-

The settings button indicated above opens the dialog window below.

i R console settings

ftseries

Additional packages =
(To load on starf)

[firn Package manager
Path to Python:

Fien®A R diagnostics

= -0

Tools location | TOP

Task tabs location | LEFT
Workspace:
[] Initial Workspace Data |
o
Initial script

[] Use initial script after each
Editing;
[v] Parentheses autocomplete
Text output

Font | Fixed
Report printout:

Max columns in table |2
Max lines in printout 1000

| ox |

Cancel

Please verify that the Path to Python corresponds to your local installation of Python 3.8. If it does

not, the Path to Python can be configured in the Configuration facility from the main ToolBox:

(C) 1996-2020
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e, PMOD Configuration and User Settings

USERS | Jis DICOM | gy DATABASE | @ FTPNodes | [ OnStart |

|. Usert w |4 !-| T Editusername % Addnewuser w X Remove User

Login enabled ] /& Usersettings are saved when switching the user.
[ SETTINGS | PXMODModels | PKINModels | READ/WRITE Formals | LOADINGTOOLS | COLORTABLES | MODULES

REPORT | DATABASES | FTP Nodes | APPEARANCE STATISTICSY]| PRESETS
|

Hottest Pixels Analysis of pixels 5 Hypoxia Indext hold 0.0 | (Absolute value) Probability threshold D 5 (0-1)
Peak VOl volume 1.0 |[ccm)

SUV Scan Date / Time ® Serles () Acquisition ) Scan

VOl Classification mode: u 2o

Save Patient Info in VOIs (required by DB restoring from file system)

R Statistics Console 2 Port 5999 i * Clear packages @
[ B> 1 ® startiocal R

/100 PSR- U SANA/S UL 216 &
(Type "R" if R_HOME\binw64\ is added to the PATH system varable.)
Required packages from repository on start: Dontinstall vi|dlp

Comprehensive R Archive Network (CRAN) location: Europe v | a8

| SellicalHest pEmkAl R Configuration test

B Save Server Starfing Script

Login (Empty = automatic login)
(Empty = automatic login)

» i a B 7 | Cancel

&

Next open the Package Manager. All packages should have status OK.

PMOD Atrtificial Intelligence Framework (PAI) (C) 1996-2020 IT. med
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UE Package manager x
| Required packages | User defined packages |
] Package [ Type [ Status | Installed version | CRAN version
doBy CRAN OK 469 469
psych CRAN 0K 213 213
81071 CRAN 0K 1.7.6 1.7-6
UsingR CRAN OK 2.06 206
lawstat CRAN OK 3.4 34
tseries CRAN Ok 0.10.48 0.10-48
np CRAN OK 0.60.10 0.60-10
openair CRAN 0K 28.3 2.8-3
foreign CRAN OK 0.8.80 0.8-81
Hmisc CRAM oK 450 4.5-0
car CRAN OK 3.0.10 3.0-10
phia CRAN oK 021 0.211
compare CRAMN OK 026 02-6
reshape CRAN Ok 0g8s 088
sfamisc CRAN OK 119 1.1-10
Cairo CRAN OK 15122 15122
pROC CRAN oK 1.17.01 AT
sunival CRAN Ok 327 3210
glmnet CRAN OK 411 411
stringr CRAN oK 1.4.0 1.4.0
mer CRAN oK 123 121
session CRAN OK 1.0.3 103
reticulate CRAN oK 1.18 1.18
keras CRAN 0OK 23.00 240
jsonlite CRAN 0K 1.7.2 1.7.2
lubridate CRAN oK 1.7.10 1.7.10
sfsmisc CRAN OK 1.19 1.1-10
memuse CRAN Ok 410 410
pm.base Local OK 42011 -
pm.ai Local 0K 42031
Install all packages  Install PAlonly # Install/ Update
| o || |

Note: If package installation fails, please check your firewall settings or contact your IT service.

2.1.2.2 Minimal R Configuration

For instances of PMOD that will only be used for PAI it is possible to install a reduced set of R

packages. To achieve this, perform the following configuration and installation procedure.

Following R installation, start PMOD and open the Configuration facility from the main ToolBox.

PMOD Atrtificial Intelligence Framework (PAI) (C) 1996-2020
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& PMOD Configuration and User Settings X

[ (3 users | s oicom | gy DATABASE | @ FTPNodes | (71 Onstart |

@ Usert = T Editusername % Add newuser - Bemeve use
Login enabled [+ & User settings are saved when switching the user.

SETTINGS PXMOD Models | PKIN Models l READ / WRITE Formats : LOADING TOOLS | COLORTABLES MODULES

| REPORT : DATAB.ASES | FTF Nodes | APPEARANCE | STATISTICS | F'RESETS

Hottest Pixels Analysis Number of pixels 5 Hypoxia Index threshold 0.0 (Absolute value) Probability thresheld 0 5 (0-1)
Peak VDI volume 1.0 [cocmy)
SUV Scan Date / Time ® Serles O Acquisition O Scan

VOl Classification mode: m 2o
[¥] Save Patient Info in VOIs (required by DB restoring from file system)

|¥] R Statistics Console 2 Port 5999 X Clear packages @

[ B 1 ® StartlocalR

C_/Program Files/R/R-4.0.3/binix64/R.exe Lo
(Type "R" if R_HOME\Wbin'x54\ is added to the PATH system variable.}
Required packages from repository on stal Install to Pmod folder v 4 b
"Comprehensive R Archive Network (CRAN) : Fale
[6358) O sewer
SelLocal Host FenkAl R Configuration test
Address ——
Server Starfing Script
Login (Empty = automnatic login)
Password (Empty = automaiic login)
[] Python
» a B | Ok | Cancel

On the STATISTICS tab select Start local R to ensure local execution and verify that the path to
the local R installation is correct. Select Install to Pmod folder to install the base required
packages on PMOD restart.

Restart PMOD and wait for the R icon on the main ToolBox to become active.

TE Pmod - X

' & PMOD Version 4.203

t oo B v m[x]
Kinetic

Return to the Configuration facility from the main ToolBox and change the R package installation
selection to Don't install:

PMOD Atrtificial Intelligence Framework (PAI) (C) 1996-2020 ] med
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& PMOD Configuration and User Settings

*
[ users | Jig Dicom | gl DATABASE | @ FTPNodes | [7) OnStar |
@ Usert = T Editusername % Add newuser - Bemeve use
Legin enabled +1 & User settings are saved when switching the user.
SETTINGS PXMOD Models | PKIN Models | READ /' WRITE Formats i LOADING TOOLS | COLORTABLES MODULES
REPORT | SES | FTPNodes | APPEARANCE || STATISTICS
Hottest Pixels Analysis Number of pixels 5 Hypoxia Index threshold 0.0 {Absolute value) Probability threshold 0.5 (0-1)
Peak VDI volume 1.0 [cocmy)
SUV Scan Date / Time ® Serles O Acquisition O Scan
VOl Classification mode: m 2o
[¥] Save Patient Info in VOIs (required by DB restoring from file system)
|¥] R Statistics Console 2 Port 5999 | % Clear packages &
[ B 1 ® StartlocalR
C_/Program Files/R/R-4.0.3/binix64/R.exe (e
(Type "R" if R_HOME\bin\G4\ is added to the PATH system variable.)
Required packages from repository on start: Dontinstall - 1]
Comprehensive R Archive Network (CRAN) location. Cuiope ey
|E3%8) O Semver
il I SetLocal Host Feer 04l R Configuration test
Address ——
e Server Starfing Script
Login (Empty = automatic login)
Password (Empty = automaiic login)
[_] Pythan

» OB 7 |

Ok | Cancel

Restart PMOD and wait for the R icon on the main ToolBox to become active.

B Pmc
4 3% PMOD Version 4.201
B & [r]

Srn Kinetic

Then click on the R icon to open the PMOD Console. The internal packages pm.base and pm.ai
were installed automatically whereas the remaining packages are skipped and not loaded

messages listed:

PMOD Atrtificial Intelligence Framework (PAI) (C) 1996-2020
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*

o
A
-~
v
3

fion| MR Relaxometry ¥ | ? General ANOVA v ? m

¥ Output B

0 <

] *

Connecting to the server localhost ... Connected.
Loading default sefings . Loaded. Settings
Package doBy notloaded. -
Package psych not loadad

Package 1071 not loaded

Package UsingR not loaded

Package lawstal not loaded. J
Package tseries not loaded.

Package np notloaded pm base & pm a]
Package openair not loaded. 1

Packagg‘e Hmisc not loaded InStalled

Package car not loaded

Package phia not loaded

Package compare not loaded

Package reshape notloaded.

Package sfemisc notloaded =
Package Cairo not loaded.
Package pROC not loaded
| Package gimnet not loaded
Package stringr not loaded
Package mcr not loaded
Fackage session notloaded
Package reficulate not loaded.
Package keras not loaded.
Package jsonlite not loaded.
Package lubridate not loaded
Package sfsmisc notloaded
Package tseries not loadad.

1

«@«!@?

Execution test .. Passed.
R version 4,0,3 {2020-10-10) "Bunny-Wunnies Freak Out' Windows —]

Erors

The Settings button indicated above opens the dialog window below.
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T R console settings x

tseries

Additional packages =
(To load on start)

[0 Package manager FienBOA R diagnostics
Path to Python: |
TEVET

Tools location | TOP 4|

Task tabs locafion | LEFT - »

Workspace:
[] Initial Workspace Data |

[ sav

=
Initial script | NONE

rkspace on exitto the selected R Data file

[] Use initial script after each workspace is loaded
Editing:
[v] Parentheses autocomplete
Text output
| -
Font | Fixed il i
_Rgp_ort__prin_l_t_}ut:
Max columns in table 9
Max lines in printout (1000 |

| [ ok | ” Cancel |

Please verify the Path to Python and open the Package Manager. Most packages will have
Requires installation in the Status column

MG Package manager X
|/_ Required pad{ages_I User defined packages |
| Package | Type | status Installed version | cRrANversion
doBy CRAN Requires inst... 468
psych CRAN Requires inst. 2012
e1071 CRAN Requires inst.._ 1.7-4
UsingR CRAN Requires inst, 20-6
lawstat CRAN Requires inst... 34
tseries CRAN Requires inst... 0.10-48
np CRAN Requires inst. 0.60-10
oapenair CRAN Requires inst.._ 281
foreign CRAN OK 0.8.80 0.8-81
Hmisc CRAN Requires inst... 44-2
car CRAN Requires inst.. 3.0-10
phia CRAN Requires inst. 021
compare CRAN Requires inst.._ 02-6
reshape CRAN Requires inst, 088
sfamisc CRAN Requires inst... 1.1-7
Cairo CRAN Requires inst.. 1.5-12.2
pROC CRAN Requires inst. 1.16.2
survival CRAN oK 327 327
glmneat CRAN Requires inst, 4.0-2
stringr CRAN Requires inst... 1.4.0
mcr CRAN Requires inst.. 121
session CRAN Requires inst. 103
reticulate CRAM Requires inst... 1.18
keras CRAN Requires inst, 2300
Jsonlite CRAN Requires inst... 172
lubridate CRAN Requires inst.. 1782
sfsmisc CRAN Requires inst. 117
pm.base Local OK 42011 -
pm.ai Local oK 42012 =
| Install all packages & |nstall/ Update
Ok | Cancel

To install only the packages necessary for PAI, please select Install PAl only and then Yes

PMOD Atrtificial Intelligence Framework (PAI) (C) 1996-2020 IL. med
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& Package manager
Required packages I User defined packages |
{[Package [ ype [ statis [ installedversion | craNversion

doBy CRAMN Raguires inst... 468 !
psych CRAN Requires inst. 2012 [
e1071 CRAN Requires inst.._ 1.7-4 |
| UsingR CRAN Requires inst, 20-6 |
lawstat CRAN Requires inst_ 34 |
tseries CRAN Requires inst... 0.10-48 |
np CRAN Requires inst. 0.60-10 |
oapenair CRAN Requires inst.._ 281 |
| foreign CRAN oK 0.8.80 0.8-81 |
Hmisc CRAN Requires inst... 442 |
car g

phia @ Confirmation x
compare d
|reshape g

sfsmisc g Tne following packages will be installed:

Cairo g

pROC fo. ® slringr

sunvival a ® session

gimnet fe ® reticulate

stringr d ® karas

mer e ® jsonlite

zossion fo. ® lubridate

reticulate a & sfzmisc
| keras g @ pm.al

Jlsgn‘"jl:t g This operation is time consuming and can’t be stopped.

STy Do you want to continue?

stsmisc g

pm.base Ly

m.ai =

™ X No

| Instatl all packages § Install PAl only (§ & Install / Update

Ok

|

Cancel

Following installation the Status entries will be updated:

iM% Package manager

rRequired packages rUserdeﬂnedpackages |

Package | Type | Status | Installed version | CRANM version
doBy CRAM Requires inst... 46.8
psych CRAM Requires inst... 2012
e1071 CRAN OK 174 1.7-4
UsingR CRAM Requires inst... 2.0-6
lawstat CRAM Requires inst... 34
tseries CRAM Requires inst... 0.10-48
np CRAM Requires inst... 0.60-10
openair CRAM Requires inst... 281
foreign CRAN OK 0.8.80 0.8-81
Hmisc CRAM Requires inst... 4.4-2
car CRAM Requires inst... 3.0-10
phia CRAM Requires inst... 0.2-1
compare CRAM Requires inst... 0.2-6
reshape CRAM Requires inst... 0.8.8
sfsmisc CRAN OK i ) 1.1-7
Cairo CRAN Requires inst... 15122
pROC CRAN Requires inst... 1.16.2
survival CRAN OK 327 327
glmnet CRAN Requires inst... 4.0-2
stringr CRAN OK 1.4.0 1.4.0
mcr CRAN Requires inst... 121
session CRAM oK 103 THEY
reticulate CRAN OK 1.18 118
keras CRAN OK 23.00 2300
jsonlite CRAN OK L2 2
lubridate CRAN OK 1792 17.92
sfsmisc CRAN OK 117 1.1-7
pm.base Local Ok 42011 -
pm.ai Local Ok 42012 -

| Install all packages  Install PAl only i Install / Update
Lok | | cancel
PMOD Atrtificial Intelligence Framework (PAI) (C) 1996-2020
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Closing the window with Ok completes the installation.

Note: When a prediction will be launched in PSEG at a later timepoint, the R Console will report
the packages that were not installed, but the Execution test will still pass as illustrated below.

General

Output ES

L

Connecting to the server localhost .. Connected.
§§ Loading default settings ... Loaded.
#|| Package doBy not loaded.

#|| Package psych not loaded.

#|| Package UsingR not loaded.

il Package lawstat not loaded.

i Package tseries not loaded.

i Package np not loaded.

7| Package openair not loaded.

il Package Hmisc not loaded.

i Package car not loaded.

#|| Package phia not loaded.

§§ Package compare not loaded.

§§ Package reshape not loaded.

§§ Package Cairo not loaded.

#|| Package pROC not loaded.

§§ Package glmnet not loaded.

§§ Package mcr not loaded.

§§ Package tseries not loaded.

:| Execution test .. Passed.

§§ R version 4.0.3 (2020-10-10) ‘Bunny-Wunnies Freak Out Windows
§§ Pmod PAI diagnostics test ... Passed.

§§ Loading image data: 1/4 inputimages11 ... Loaded.

§§ Loading image data: 2/4 inputimages12 ..

2.1.3 Selection of Python installation

Multiple installations and versions of Python may cause the PAI infrastructure test to fail.

In this situation you should define the path to Python 3.8 in the Configuration facility from the main
ToolBox:

PMOD Atrtificial Intelligence Framework (PAI) (C) 1996-2020
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2.2

2.2.1

[ USERS [ %o DicOM | gl DATABASE f @ FTPNodes | [¥1 On Start

@ Usert w T Editusername % Add newuser b

[¥] Login enabled +1 & User settings are saved when switching the user.

| “SETTINGS I PXMOD Models | PKIN Models | READ /WRITE Formats | LOADING TOOLS COLORTABLES | MODULES |

| REFORT | DATABASES i FTF Nodes | APPEARANCE | STATISTICS PRESETS |

Haottest Pixels Analysis Number of pixels 5 Hypoxia Index threshold 0.0 (Absolute value) Probability thresheld 0 5 (0-1)
Peak VOl volume 1.0 [cocmy)
SUV Scan Date / Time ® Serles () Acquisition ) Scan

VOl Classification mode: [] 2o
[¥] Save Patient Info in VOIs (required by DB restoring from file system)

[¥] R Statistics Console 2 Port 5299 X Clear packages @

[ b 1 ® Startlocal R

CJProgram Files/R/R-4.0.3/binixG4/R. exe D
(Type "R" if R_HOME\Wbin\w54\ is added to the PATH system variable.)
Required packages from repository on start:  Install to Pmod folder v 4 b
Comprehensive R Archive Network (CRAN) location: Europe v 4| p
[6358) O sewer
FenkAl R Configuration test
Address
Login (Empty = automatic login)
Password (Empty = autematic login)
| Pynon |
» a B 2 | Ok Cancel

& PMOD Configuration and User Settings X

Restart PMOD after setting the path to Python 3.8.

MacOS

MacOS Catalina is recommended for best compatibility with Rserve.

Note: the XQuartz package is required for plotting in the R console (to support X11 libraries). The
XQuartz project is officially supported by Apple: https://www.xquartz.org/

Python and TensorFlow Installation

Although MacOS provides Python libraries by default we recommend installing the newest

available Python version 3.8 from the website https://www.python.org/downloads/mac-osx/

Install TensorFlow using the Terminal command:
python3 -m pip3 install --upgrade tensorflow
Check that tensorflow appears in the list of installed packages:
python3 -m pip list
Test TensorFlow using the command:

python3 -c "import tensorflow as tf;print (\"Num GPUs Available: \",
len(tf.config.experimental.list physical devices('GPU')))"

PMOD Atrtificial Intelligence Framework (PAI) (C) 1996-2020
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This test returns the number of compatible GPUs available for PAI (zero is an acceptable result if
you do not have a compatible NVIDIA GPU).

2.2.2 R nstallation

Please download and install the most recent R version for MacOS from https://cran.r-project.org/
(note that our testing to date has used version 4.0.3).

There is no need to manually install additional R packages. PMOD will automatically download and
install the necessary packages when the PMOD R Console is started for the first time. If no R
functionality besides PAl is used in a particular PMOD installation, the installation can be restricted
to a minimal package set as described in Minimal R Configuration® ' below.

2.2.2.1 Default R Configuration
Following R installation, start PMOD and open the Configuration facility from the main ToolBox.

=

® ® PMOD Configuration and User Settings
() USERS | [ DICOM | gy DATABASE | @ FTP Nodes | [7] On Stant
@ Userl = T Edit user name W Add new user v
¥ Login enabled [+] /M User settings are saved when switching the user.

SETTINGS PXMOD Models PKIN Models READ [ WRITE Formats LOADING TOOLS | COLOR TABLES MODULES
REPORT DATABASES | FTP Nodes APPEARANCE STATISTICS PRESETS

Hottest Pixels Analysis Mumber of pixels 5 Hypoxia Index threshold 0.0 (Absolute value) Probability threshold 0.5 (0-1)
Peak VOI volume 1.0 [cem]
SUV Scan Date [ Time ® Series Acquisition Scan

VOI Classification mode: [ =
¥ Save Patient Info in VOIs (required by DB restoring from file system)

¥| R Statistics Console 7 Port 5999 * Clear packages &

[ B ] ® Start local R

Required packages from repository on starrl Install to Pmod folder I w4k
Comprehensive R Archive Netwark (CRAN) location: Europe v 4 b
[E358]  Server
it R Configuration test
Address
Login (Empty = automatic login)
Password {(Empty = automatic login)
Python
» QB o2 Ok Cancel
% 7l

On the STATISTICS tab select Start local R to ensure local execution. Select Install to Pmod
folder to avoid permission problems when installing the R packages.

Restart PMOD and wait for the R icon on the main ToolBox to become active.
r |

@ % PMOD Version 4.203

]

.
Kinetic

=
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Then click on the R icon to open the PMOD Console. The required packages are downloaded and
installed, followed by an execution test and printing of the R version information:

a B ? » =2

?
' =
on MR .Relaxometry ¥ | ? General ANOVA v |2 |l - 9
( =
b Output x
i =
‘| Connecting to the server localhost ... Connected.
Loading default settings ... Loaded.
Execution test ... Passed.
R version 4.0.3 (2020-10-10) 'Bunny-Wunnies Freak Out' Mac OS X
P31

The Settings button indicated above opens the dialog window below.

[ & R console settings

tseries

Additional packages >
(To load on start)

Package manager FenMA R diagnostics

Path to Python: |

Tools location | TOP - b
Task tabs location | LEFT v 4
Workspace:

[_| Initial Workspace Data
[| Save workspace on exit to the selected R Data file
Initial script | NONE
[] use initial script after each workspace is loaded
Editing:
Parentheses autocomplete
Text output:

Font | Fixed v 4

Report printout:
Max columns in table 9
Max lines in printout 1000

Ok . Cancel

Please verify the Path to Python and open the Package Manager. All packages should have
status OK.
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@ @ Package manager
Required packages User defined packages |
| Package | Type | Status | Installed version | CRAN version
doBy CRAN OK 4.6.9 4.6.9
psych CRAN OK 2.1.3 2.3
elD71 CRAN OK 1.7.6 1.7-6
UsingR CRAN OK 2.0.6 2.0-6
lawstat CRAN 0K 3.4 3.4
tseries CRAN OK 0.10.48 0.10-48
np CRAN OK 0.60.10 0.60-10
openair CRAN 0K 2.8.3 2.8-3
foreign CRAN OK 0.8.80 0.8-81
Hmisc CRAN OK 4.5.0 4.5-0
car CRAN OK 3.0.10 3.0-10
phia CRAN OK 0.2.1 0.2-1
compare CRAN 0K 0.2.6 0.2-6
reshape CRAN 0K 0.8.8 0.8.8
sfsmisc CRAN OK 1.1.9 1.1-10
Cairo CRAN OK 1.5.12.2 1.5-12.2
pROC CRAN OK 1.17.0.1 1.17.0.1
survival CRAN OK 3.2.7 3.2-10
glmnet CRAN OK 4.1.1 4.1-1
stringr CRAN OK 1.4.0 1.4.0
mcr CRAN OK 1.2.1 1.2.1
session CRAN OK 1.0.3 1.0.3
reticulate CRAN OK 1.18 1.18
keras CRAN OK 2.4.0 2.4.0
jsonlite CRAN OK 1.7.2 1.7.2
lubridate CRAN OK 1.7.10 1.7.10
sfsmisc CRAN OK 1.1.9 1.1-10
memuse CRAN OK 4.1.0 4.1-0
pm.base Local 0K 4.201.1 -
pm.ai Local 0K 4.203.1 -
Install all packages Install PAlonly # Install / Update

Ok Cancel

Note: If package installation fails, please check your firewall settings or contact your IT service.

2.2.2.2 Minimal R Configuration

For instances of PMOD that will only be used for PAI it is possible to install a reduced set of R
packages. To achieve this, perform the following configuration and installation procedure.

Following R installation, start PMOD and open the Configuration facility from the main ToolBox.
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-
® ® PMOD Configuration and User Settings

T T, ooon | a6 oA | © e ivede [ ot |

@ Userl + T Edituser name % Add new user v

¥ Login enabled [+]1 /A User settings are saved when switching the user.
| SETTINGS PXMOD Models | PKIN Models I READ / WRITE Formats I LOADING TOOLS COLOR TABLES | MODULES
REPORT | DATABASES | FTPNodes | APPEARANCE | STATISTICS | PRESETS |

Hottest Pixels Analysis Number of pixels 5 Hypoxia Index threshold 0.0 (Absolute value) Probability threshold 0.5 (0-1)
Peak VOI volume 1.0 [ecm)
SUW Scan Date / Time ® Series () Acquisition ) Scan

VOI Classification mode: [] -
[v! Save Patient Info in VOIs (required by DB restoring from file system)

\v| R Statistics Console  ?  Port 5999 * Clear Ea:kagﬂes i

[ B ] ® Start local R

Required packages from repository on stan{ Install to Pmod folder ] v 4P

Comprehensive R Archive Network (CRAN) location: Europe v 4

[E258] ) Server
et Local Host ofimMAl R Configuration test
Address
Login (Empty = automatic login)
Password (Empty = automatic login)
[_] Python
13 a '.{' o Ok Cancel
[

4
On the STATISTICS tab select Start local R to ensure local execution and verify that the path to

the local R installation is correct. Select Install to Pmod folder to install the base required
packages on PMOD restart.

Restart PMOD and wait for the R icon on the main ToolBox to become active.

TE Pmod - X

' & PMOD Version 4.203

t oo B v m[x]
Kinetic

Return to the Configuration facility from the main ToolBox and change the R package installation
selection to Don't install:
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.
® ® PMOD Configuration and User Settings
i USERS | % DICOM . @l DATABASE | @ FTP Nodes . |:| On Start
@ Userl + T Edit user name % Add new user v
¥ Login enabled [+] /M User settings are saved when switching the user,
| SETTINGS PXMOD Models | PKIN Models | READ [ WRITE Formats LOADING TOOLS COLOR TABLES | MODULES
REPORT | DATABASES | FTPNodes | APPEARANCE | STATISTICS | PRESETS |
Hottest Pixels Analysis Number of pixels 5 Hypoxia Index threshold 0.0 (Absolute value) Probability threshold 0.5 (0-1)
Peak VOI volume 1.0 [cem]
SUW Scan Date / Time ® Series () Acquisition ) Scan
VOI Classification mode: [ 4 =
¥ Sawve Patient Info in VOIs (required by DB restoring from file system)
| R Statistics Console ?  Port 5999 X Clear packages &
[ B ] ® Start local R
Required packages from repository on sta - - 13
Comprehensive R Archive Netwark (CRAN) location: Europe
| Server
et Local Host ofimMAl R Configuration test
Address
Login (Empty = automatic login)
Password (Empty = automatic login)
Python
» a B 2 Ok Cancel

- d
On the STATISTICS tab select Start local R to ensure local execution and verify that the path to
the local R installation is correct. Select Don’t install for the R packages as illustrated above.

Restart PMOD and wait for the R icon on the main ToolBox to become active.

TE Pmod - X
< i PMOD Version 4.203
A
=t Kinetic

Then click on the R icon to open the PMOD Console. The internal packages pm.base and pm.ai

were installed automatically whereas the remaining packages are skipped and not loaded
messages listed:
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?
2
(| MR.Relaxometry ¥ 7 General ANOVA v IF . » ©
‘ : =
v Output X
&

|| Connecting to the server localhost ... Connected.

|| Loading default settings ... Loaded.

|| Package doBy not loaded.

|| Package psych not loaded.

|| Package e1071 not loaded. .
|| Package UsingR not loaded.

|| Package lawstat not loaded. =

|| Package tseries not loaded.

|| Package np not loaded. 'E'
|| Package openair not loaded.

| Package Hmisc not loaded.

| Package car not loaded. =
|| Package phia not loaded.

|| Package compare not loaded.
| Package reshape not loaded.
| Package sfsmisc not loaded. =
|| Package Cairo not loaded.

| Package pROC not loaded.

| Package glmnet not loaded.

| Package stringr not loaded.

|| Package mcr not loaded.

|| Package session not loaded.

|| Package reticulate not loaded.

|| Package keras not loaded.

|| Package jsonlite not loaded.

|| Package lubridate not loaded.

|| Package sfsmisc not loaded.

|| Package memuse not loaded.

|| Package tseries not loaded.

|| Execution test ... Passed.
|| R version 4.0.3 (2020-10-10) 'Bunny-Wunnies Freak Out' Mac OS X

The Settings button indicated above opens the dialog window below.
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tseries

Additional packages >
(To load on start)

R console settings

Package manager

Path to Python: |/

FenMA R diagnostics

Tools location | TOP

Task tabs location | LEFT

Workspace:
[_| Initial Workspace Data

[C] save workspace on exit to the selected R Data file

Initial script | NONE

[] use initial script after each workspace is loaded

Editing:

Parentheses autocomplete

Text output:
Font | Fixed

Report printout:
Max columns in table 9
Max lines in printout 1000

Ok

Cancel

Please verify the Path to Python and open the Package Manager. Most packages will have
Requires installation in the Status column
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@ @ Package manager
| Required packages | User defined packages ]
| Package | Type | Status | Installed version | CRAN version
doBy CRAN Requires ins... 4.6.9
psych CRAN Requires ins... 2.1.3
el071l CRAN Requires ins... 1.7-6
UsingR CRAN Requires i 2.0-6
lawstat CRAN Requires i 3.4
tseries CRAN Requires i 0.10-48
np CRAN Requires i 0.60-10
openair CRAN Requires i 4 2.8-3
foreign CRAN 0K 0.8.80 0.8-81
Hmisc CRAN Requires i 4.5-0
car CRAN Requires i 3.0-10
phia CRAN Requires i 0.2-1
compare CRAN Requires i 0.2-6
reshape CRAN Requires i 0.8.8
sfsmisc CRAN Requires i 1.1-10
Cairo CRAN Requires i 1.5-12.2
pROC CRAN Requires i . 1.17.0.1
survival CRAN OK 3.2.7 3.2-10
glmnet CRAN Requires i 4.1-1
stringr CRAN Requires i 1.4.0
mcr CRAN Requires i 1.2.1
session CRAN Requires i 1.0.3
reticulate CRAN Requires i 1.18
keras CRAN Requires i 2.4.0
jsonlite CRAN Requires i 1.7.2
lubridate CRAN Requires i 1.7.10
sfsmisc CRAN Requires i 1.1-10
memuse CRAN Requires i 4.1-0
pm.base Local 0K 4.201.1 -
pm.ai Local 0K 4.203.1 -
Install all packages # Install / Update
Ok | ‘ Cancel

PMOD Atrtificial Intelligence Framework (PAI)

(C) 1996-2020
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Package manager

[ Required packages | User defined packages |

| Package | Type | Status | Installed version | CRAN version
' doBy CRAN Requires ins... 4.6.9
psych CRAN Requires ins... 2.1.3
el071l CRAN Requires ins... 1.7-6
UsingR CRAN Requires ins... 2.0-6

| lawstat CRAN Requires ins... 3.4
tseries CRAN Requires ins... 0.10-48
np CRAN Requires ins... 0.60-10
openair CRAN Requires ins... 2.8-3
forE|gn FDAMK Ny noon no o1
Hmisc @ Confirmation

car

phia

|.Sompatt The following packages will be installed:

reshape |

sfsmisc . ® stringr

Cairo | ® session
' pROC | ® reticulate

survival | ® keras

glmnet | ® jsonlite

stringr | ® lubridate
| mcr | @ sfsmisc

session | ® memuse

reticulate | ® pm.ai

keras |
 jsonlite _ This operation is time consuming and can't be stopped.
lubridate Do you want to continue?

sfsmisc |

memuse |

pm.ai

| Install all packages | Install PAl only I ¥ Install / Update

Ok ‘ Cancel

Following installation the Status entries will be updated:
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@ @ Package manager
Required packages User defined packages |
| Package | Type | Status | Installed version | CRAN version
doBy CRAN Requires ins... 4.6.9
psych CRAN Requires ins... 2.1.3
elD71 CRAN 0K 1.7.6 1.7-6
UsingR CRAN Requires ins... 2.0-6
lawstat CRAN Requires ins... 3.4
tseries CRAN Requires ins... 0.10-48
np CRAN Requires ins... 0.60-10
openair CRAN Requires ins... 2.8-3
foreign CRAN 0K 0.8.80 0.8-81
Hmisc CRAN Requires ins... 4.5-0
car CRAN Requires ins... 3.0-10
phia CRAN Requires ins... 0.2-1
compare CRAN Requires ins... 0.2-6
reshape CRAN Requires ins... 0.8.8
sfsmisc CRAN 0K 1.1.9 1.1-10
Cairo CRAN Requires ins... 1.5-12.2
pROC CRAN Requires ins... 1.17.0.1
survival CRAN 0K 3.2.7 3.2-10
glmnet CRAN Requires ins... 4.1-1
stringr CRAN 0K 1.4.0 1.4.0
mcr CRAN Requires ins... 1.2.1
session CRAN OK 1.0.3 1.0.3
reticulate CRAN OK 1.18 1.18
keras CRAN OK 2.4.0 2.4.0
jsonlite CRAN OK 1.7.2 1.7.2
lubridate CRAN 0K 1.7.10 1.7.10
sfsmisc CRAN 0K 1.1.9 1.1-10
memuse CRAN OK 4.1.0 4.1-0
pm.base Local 0K 4.201.1 -
pm.ai Local 0K 4.203.1 -
Install all packages Install PAlonly # Install / Update
Ok Cancel

Closing the window with Ok completes the installation.

Note: When a prediction will be launched in PSEG at a later timepoint, the R Console will report
the packages that were not installed, but the Execution test will still pass as illustrated below.
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R Console
a B 2 » =2
?

=

s > Application MR . Relaxometry <= 7 General ANOVA Lol . b4 @
‘ &

5 Qutput b =

&

/|| Connecting to the server localhost ... Connected.
Loading default settings ... Loaded.

|| Package doBy not loaded.

Package psych not loaded.

|| Package UsingR not loaded. &=
|| Package lawstat not loaded.

Package tseries not loaded. E
|| Package np not loaded.

|| Package openair not loaded.

|| Package Hmisc not loaded. E
|| Package car not loaded.

|| Package phia not loaded. b

|| Package compare not loaded.

|| Package reshape not loaded. e
|| Package Cairo not loaded.
| Package pROC not loaded. g

|| Package glmnet not loaded.
|| Package mcr not loaded.
|| Package tseries not loaded.

|| Execution test ... Passed.
|| R version 4.0.3 (2020-10-10) 'Bunny-Wunnies Freak Out' Mac OS5 X

2.2.3 Selection of Python installation

Multiple installations and versions of Python may cause the PAI infrastructure test to fail.

In this situation you should define the path to Python 3.8 in the Configuration facility from the main

ToolBox:
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I L L ] PMOD Configuration and User Settings

(3 users [y DiIcOM | gy DATABASE | @ FTP Nodes | [Z) On Start

® Userl + T Edit user name % Add new user -

¥ Login enabled [+] & User settings are saved when switching the user.
SETTINGS PXMOD Models | PKIN Models READ / WRITE Formats | LOADING TOOLS | COLOR TABLES MODULES
REPORT DATABASES FTP Nodes | APPEARANCE | STATISTICS PRESETS |

Hottest Pixels Analysis Number of pixels 5 Hypoxia Index threshald 0.0 {Absolute value) Probability threshold 0.5 (0-1)
Peak VOI volume 1.0 [cem]
SUV Scan Date | Time ® Series Acquisition Scan

VO Classification mode: E -
v| Save Patient Info in VOIs (required by DB restoring from file system)

| R Statistics Console ? Port 5999 * Clear packages @&

[ B | ® Sartlocal R

Required packages from repository on start:  Install to Pmod folder * 4 b
Comprehensive R Archive Network (CRAN) location: Europe v 4
[E58)] O Server
FrenAl R Configuration test
Address
Login (Empty = automatic login)
Password (Empty = automatic login)
[_] Python
] a "7 ok Cancel

Restart PMOD after setting the path to Python 3.8.

2.3 Linux Platforms

2.3.1 R nstallation

PAI requires R version 4.0.3 or higher. Please perform the following installation steps (Ubuntu
18.04):

Install R:

sudo apt-key adv --keyserver keyserver.ubuntu.com --recv-keys
E298A3A825C0O0D65DFD57CBB651716619E084DABY

sudo add-apt-repository 'deb https://cloud.r-
project.org/bin/linux/ubuntu bionic-crand40/' sudo apt update

sudo apt install r-recommended
Install the required libraries:
sudo apt install libcurl4-openssl-dev
sudo apt install libcairo2-dev
sudo apt install xorg-dev
sudo apt install libssl-dev

sudo add-apt-repository ppa:c2ddu.team/c2d4ud.0+
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sudo apt-get update

sudo apt-get install r-cran-1lme4

sudo apt-get install r-cran-snow

sudo apt-get install r-cran-vgam

Start R at the command line as administrator (“sudo R”) and install the required packages:

install.

install.

install

install.

install.

install

install.

install.

install

install.

install.

install

install.

install.

install

install.

install.

install

install.

install.

install

install.

install.

install

install.

packages ("doBy")

packages ("psych")

.packages ("el071")

packages ("UsingR")

packages ("lawstat")

.packages ("tseries")

packages ("np")

packages ("openair")

.packages ("foreign")

packages ("Hmisc")

packages ("car")

.packages ("phia™)

packages ("compare")

packages ("reshape")

.packages ("sfsmisc")

packages ("Cairo")

packages ("pROC")

.packages ("survival")

packages ("glmnet")

packages ("mcr")

.packages ("stringr")

packages ("reticulate")

packages ("jsonlite")

.packages ("session")

packages ("keras")
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2.3.2

install.packages ("Rserve",,"http://rforge.net")

Rserve Configuration
Create the configuration file “/etc/Rserv.conf”.

Create the following content in the configuration file (enables TCP communication with R using
port 5999):

remote enable port 5999
fileio disable
encoding utf8
Ensure that the port specified in the configuration file is not used by other applications and is

enabled in the firewall. Alternatively a configuration file with user authentication can be used as
follows:

remote enable

port 5999

fileio disable
encoding utf8

pwdfile /etc/Rserv.pwd
auth required

plaintext disable

The password file Rserv.pwd contains the defined users and passwords. It is a plain text file with
tab-separated values:

myUserl myPasswordl

myUser2 myPassword2

Load and start Rserve from R:

library ("Rserve");

Rserve () ;

Note: depending on how R is being run, it may require additional parameters. In that case the
parameter should be passed in the args argument such as:

Rserve (args='--no-save’) ;

Python and TensorFlow Installation
Python version 3.8 is required. Install Python and TensorFlow as follows:

sudo apt update sudo apt upgrade

sudo apt install build-essential
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sudo apt install python3
sudo apt install python3-pip
pip3 install --upgrade pip
pip3 install tensorflow

Note: TensorFlow can alternatively be installed in Python’s virtual environment.
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3 Preparation of Training Data and Neural Network

3.1 Data Preparation

Image Import

The use of a database is a prerequisite for developing an ML model in PAI. Please refer to the
PMOD Basic Functionality User Guide for instructions how to create and use databases. In the
example below a database called BraTS was created and the data from the MICCAI BraTS
Challenge imported.

Image Association

A training sample consists of one or several image series, and the segmentation reference result
from which the neural network should learn. All of these images need to be associated in the
database so that when a single image is referenced all related images are identified.

To associate the images, select a subject in the Subjects list and then all series to be associated
in the Series list. From the option menu indicated below select Associate Images, which brings up
a dialog window confirming association of the selected series.

DB Load | Segment + Al

=
P BT 20 v 4 AIDBs ¥ New SO * ChearFiter & Refresh Query & @
Ld
Subject Hame Birth Date ==l @
Subject 10 - Mogification =
il
subjects 20] @ Preyiew af selected seres =
[+ Modification Date [ sex | Date of Erth |
41 = a
5 3T > >
Delete Subjec... % Create new Subj... B8 Assign ta Praject | Group - £ 5.
Series (5] @
L
[Subject Mame | SwdyDate | Time | Sdy Descripton [ Project [ Suries Deseription | Medification [Lastuse  [wos e =
BraT520_Training... 2020.07.33 20:515.. T irmn 2020-11-04 14... 2021-03-1... MR -
BeaTS20 Traiing... 2020.07.13  20:515.. TICE 271CE 2020-11-04 14... 2021-03-1... MR
BeaTS20 Traming.., Z020.07.13  20:515.. FLAR 1FLAIR 2020-11-04 14... 2021-03-L... MR
BraT520 Trawing... 2020.07.13 20515, T2 412 2020-11-04 14, 2021-03-1... MR
BraTS20 Traming... 2020.07.11  20:815.. SEG 5 SECMENTS 2020-11-04 14 2021-03-1... SEG
‘.
& add & Add anl € Delete | M Asscclate Images - a s+ T v 4P
= e Associntad seria(s):
D ID TAC s
> NONE - 188 [+
NONE -
NONE
. SEGMENT
CROPPING _BOX .
¥ DICOM QR
X Remowe association Set series TACGING SECMENT w4
“ AUTODETECT
( ok Cancel
~Sgmeni+Ale (= O % Il EH B o+ © @ Load Prowed Started

To identify which image series is the reference segment map, select it in the list, then the TAG
column, and in the menu that appears

Set series TAGGING | MONE x 3

¥ NONE
| & PET
I MR

1 CT
| O secuENT

select the SEGMENT entry. If more than one input image is required for the segmentation, it is
important that they always appear in the same order in the association list. Please use the arrow
buttons to the right of the list for shifting the position of a selected element.
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Existing associations can be checked by selecting one of the image series and activating the

button indicated below:

Series [5] @ |

- 2020.07.13  20:515.. T1 1T 14.. 2021-03-1,
BraTS20_Training... 2020.07.13 20:51:5... 2TICE 2020-11-04 14... 2021-03-1... )
BraTs20_Training... 2020.07.13 20:51:5. 3.FLAR 2020-11-04 14... 2021-03-1... )
BraTS20_Training... 2020.07.13 20:515... T 472 2020-11-04 14... 2021-03-1...
BraTS20_Training... 2020.07.13 20:515... 5 SEGMENTS 2020-11-04 14... 2021-03-1...
4| L]

£ add I add anl o Edit @) Delete w8 ot QA+ 4 b

| Selected for loadi & @

Type | Name

Associated serie(s):

[oeio [Tac
IMAGE BraTS20_Trakning_001 | T1CE | <4/26/0/2.T1CE/BraT5_20> NONE
IMAGE BraTS20_Training_001 | FLAIR | <4/53/0/3.FLAIR/BraTS_20>  NONE
IMAGE BraT520_Training_001 | T2 | <4/100/0(4.T2 (BraT5_20> NONE
IMAGE BraT520_Training 001 | SEG | <4 /83 /0/5 5EGMENTS/BraTS_... SEGMENT

Vol WOI { BraT520 _Training_001 ) 2020-11-04

<4 /4/107 (*(BraT5_20>

CROPPING_BOX

PMOD Atrtificial Intelligence Framework (PAI)

Set series TAGCING

"‘_ ok

Cancel

Adding a Descriptive Variable for Training (Project Description)

We strongly recommend adding a descriptive label to the series used for training by defining the
Project using Assign to Project | Group. This description will be used to check that new data
used for Prediction has the same content as that used for Training.

If a difference in the Project description (or number of studies) in Training/Prediction is detected,
warning messages based on the following structure will be returned:

r

@ Message
Segmentation cancelled:
Images in the input sample (associated series) have different description, than images used to generate weights.
Please verify the following database fields for the input images:
[ I | Field 'Project”:
Image 1: found: 1., expected: 1.t1
Image 2: found: 2., expected: 2.tlce
X Close
Data Cropping

Another part of the data preparation consists of reducing the data volume to the relevant portion. In
the brain segmentation example the image should be restricted to the brain. This process can be
included in the training set definition by creating a VOI that will serve as the cropping box and
associating it with the input data using the same tools as image association.
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To achieve this, open the input image, create a suitable VOI such as a box, position it properly and
save it to the database. Then select the input image in the Series list on the DB Load page,
followed by Associate VOI from the same menu where the images were associated.

[J Azsign to Projact | Group
€) Delete | £ Assodiate VO % ¥ Associate VOI
[0 Associate Whole blood
[ Associate Plasma
Associate Parent fraction

In the dialog window which opens select the saved VOI and activate Set Selected.

Automatic Association Creation

The neural network training process requires the preparation of a large number of samples. To
make this process easier a mechanism for the automatic association of the images is available. It
uses the Incoming Folder method. A folder that is regularly checked for data to be imported into
the database is defined in the DICOM Server configuration. It takes into account information
prepared in a csv file that must also be located in the incoming folder. The structure of such a csv
file is illustrated below:
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3.2

A e c D] G | H ! L4 | K
B FILENAME AME AGE PROTOCOLDIAGNOSIS PROJECT MODALITY STUDYDES

2 |BraTS20_Training_001_flair.ni.gz BraTS20_Training_001 BraTS20_Training 001 60 protocol FLAIR 3FLAIR MR FLAIR
3 |BraTS20_Training_001_seg.nii.gz BraTS20_Training_001 BraTS20_Training_001 60 protocol SEG 5.5EG [SEGMENT] SEG SEG
4 |BraTS20_Traning_001 tl.ni.gz BraTS20_Training_ 001 BraTS20_Training_ 001 G0 protocol T 1T1 MR Td
5 |BraTS20_Training_001_tlce.niig»BraTS20_Training_001 BraTS20_Training 001 60 protocol TICE 2TI1CE MR TiCE
6 |BraTS20_Training 001 (2.nii.gz |BraTS20_Training_ 001 BraTS20_Training_001 G0 protocol 12 472 MR T2
7 |BraTS20_Training_002_flair ni.gz BraTS20_Training 002 BraTS20_Training 002 52 protocol FLAIR AFLAIR MR FLAIR
8 |BraTS20_Training_002_seg.ni.gz BraTS20_Training_002 BraTS20_Training_002 52 protocol SEG 5.5EG [SEGMENT] SEG SEG
9 |BraTS20_Training_002_tlniLgz BraTS20_Training 002 BraTS20_Training 002 52 protocol 11 1T1 MR T1
10 |BraTS20_Training_002_tlce.nii.grBraTs20_Training_002 BraTsS20_Training_002 52 protocol TICE 2.T1CE MR TiCE
11 |BraTS20_Training_002_t2.ni.gz BraTS20_Training 002 BraTS20_Training_002 52 protocol T2 472 MR T2
12 |BraTS20_Training_003_flair.ni.gz BraTS20_Training_003 BraTS20_Training_003 54 protocol FLAIR 3FLAIR MR FLAIR
13 |BraTS20_Training_003_seg.ni.gz BraTS20_Training_003 BraTS20 _Training 003 54 protocol SEG 5.5EG [SEGMENT] SEG SEG
14 |BraTS20_Training_003_tl.nigz |BraTS20_Training 003 BraTS20_Training 003 54 protocol T1 1Tl MR Ti
15 |BraTS20_Training 003_tice.niig»BraTS20 Training 003 BraTS20 Training 003 54 protocol T1CE 2TICE MR TiCE
16 |BraTS20_Training_003_t2.ni.gz  BraT520_Training 003 BraTS20_Training 003 54 protocol T2 4.T2 MR T2
17 _|BraTS20_Training_004_flair.nii,gz BraTS20_Training_004 BraTS20_Training_004 39 protocol FLAIR 3FLAIR MR FLAIR
18 [BraTS20_Training_004_segni.gz BraTS20_Training_004 BraTS20 _Training 004 39 protocol SEG 5.SEG [SEGMENT] SEG SEG
18 |BraT520_Training_004 tlnigz BraTS20 Training 004 BraTS20_Training 004 39 protocol Ti iTi MR Ti
20 |BraTS20_Traning_004_tice.niig»BraTS20_Training 004 BraTS20_Training_004 39 protocol TIiCE 2TICE MR TiCE
21 |BraTS20_Training_004_2.ni.gz BraTS20_Training_004 BraTS20_Training 004 39 protocol T2 472 MR T2
22 |BraTS20_Training_005_flair.ni.gz BraTS20_Training_005 BraTS20 Training 005 68 protocol FLAIR 3FLAIR MR FLAIR
23 |BraTS20_Training_005_seg.ni.gz BraTS20 _Training 005 BraTS20_Training_005 68 protocol SEG 5.5EG [SEGMENT] SEG SEG
24 |BraTS20_Training_005_tl.niigz |BraTS20_Training_005 BraTS20_Training_005 68 protocol T1 1T1 MR T1
25 |BraTS20_Training_00S_tice.ni.g»BraTS20_Training_005 BraTS20_Training 005 68 protocol TICE 2.TICE MR TICE
26 :BraTszo_Trajning_DDE_lz.nii.gz BraTS20_Training 005 BraTS20_Training 005 68 protocol T2 4.T2 MR T2
27 |BraTS20_Training_006_fiair.ni.gz BraTS20 Training 006 BraTS20_Training_006 67 protocol FLAIR 3FLAIR MR FLAIR
28 |BraTS20_Training_006_seg.ni.gz BralS20_Training 006 BraTS20 _Training 006 67 protocol SEG 5.5EG [SEGMENT] SEG SEG
29 |BraTS20_Training_006_tlni.gz BraTS20_Training 006 BraTS20_Training 006 67 protocol T1 1T1 MR Ti

30 |BraTS20_Training_D06_tlce.ni.g» BraTS20_Training 006 BraTS20 Training 006 67 protocol TICE 2.T1CE MR TICE

The label defined in the Project column is assigned to the imported image series. Once imported,
Associate Images Automatically can be used to generate the associations. Note that in the
example, four images in each sample are used as input for the segmentation according to the
requirements for the MICCAI BraTS Challenge. To establish a consistent order, numbers are used
in the labels.

sutjects {1] @
Subjact Nama SubjedtI0 [ Modificaton Date [ 5 [ Dste ot By |
BrafS20_Training_001 BraTs20_Training 001 S Associste imsges Automatically *
[P | “
| (1
&b Add to ~Sakected for loading” fe ] E|:||3u|1 ITiCE @ |8 associste images Afomatically | *
amn -
- AFLAR
Seres 5 @ 5. SEGISEGUENT]

[ Subject ame [ sty Date Time
BraTs20_Training_0 7

Jorgan |56 [oB
a0 Prad

0-0%
)y #1east 2 projects should be selected

4L Pmag
Associacion will be created in the order of progects. a0 Pman
Pioceas can be lime consuming Bap Pmod
40 Pmad

Ok Canced

Control Mechanism

Data Consistency

A prerequisite of training a neural network is that all samples are consistent. For example, the
MICCAI BraTS example described above expects four input MR images, each from a particular
type of MR sequence, and reference segments identifying three tissue types for segmentation.
Adding a sample with only two input MR images, or reference segments with five labels provokes a
failure. Likewise, prediction using the trained neural network will fail with data of a different
structure.

Manifest File

To ensure consistency, PAIl uses a manifest file (JSON format) to store information about the
training process and history. The consistency check includes the number and type of datasets
included, their descriptions, as well as the pre-processing procedures. The manifest file is based
on the first valid sample (“leading sample”) when the first training occurs.

Data Checks
The following checks are included;

¢ Proper loading of the associated images — checking whether all associated images are properly
loaded.
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3.3

Number of dimensions — the number of dimensions of the input images must be consistent with
the number of dimensions of the images used for the original training. It must also be consistent
with the number of dimensions supported by the chosen model.

Number of associated images — the number of associated input images must be the same as
the number of images associated in the samples used for the original training.

“Project” field, serving as image description — the description of the associated input images
stored in the “Project” database field must be the same as in the images used for the original
training

Modalities — the modalities of the associated input images must be the same as for the images

used for the original training.

If one of the above requirements is not met, PAI will do the following according to the workflow in

use:
¢ Prediction: Cancel processing and inform the user

¢ Re-training: Skip the sample and print the information in the log

Model Configuration Check

The final control checks the settings in the user interface. Every time the user starts a training or
saves the learning set, the content of the selected manifest file will be compared to the current
settings in the user interface. This avoids using training parameters different from previous

training sessions.

Control Overview

The data and model consistency checks are performed in the background during the workflows.

Issues will be automatically detected and the user guided to correct them.

P tazining g oo S e 15 57

Learning Sets

In PAI, a Learning Set organizes all of the necessary data and parameters for training, including

the data samples, the data preparation parameters and the neural network settings.

Note that any necessary data preparations'34 should been done before creating or extending a
Leaning Set.

Learning Set Dialog Window
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To create a Learning Set or start a training run, select Edit Learning Set from the Segment + Al
menu:

Load Image Data b

Edit Learning Set

Settings b

License

=

)

[@ Acceptance Test
=

©

HEEI. Quit

= Segment + Al » IQ-

A dialog window appears listing the existing learning sets in the upper section. It allows new
learning sets to be created and existing leaning sets to be extended in the lower section.

L L ] Create Learning Set

Liearning Set[1F  SuCToaTanas (SERIRESTRES SRR | Datatase) *asiet | Preyen
| |

Doai-1 VAT ERRRING SETT AT LEARRING SET F0TI-03-31 203 POII-03-31 2. Useel BraTs_ 20

¥ Create Learning Set 4 [ Delets

2.5amples

Trom [ Dvscsption | Jertes Dipcrwelon
205L57.8. T1
20 1

[ ficanon | Lavt e Mod |

ERATRI Tralnig 0. 04 TAZ4_. P0EI-03-31 2.,
04

EaTSI
1

4F addsamples ¥ femme o X

3 Lmarning parameters | 4 Targetsettings | 5 Weights & Manifest

Architsctune:  Mutichunned Segmentatisn ¥ T Lo TP
B " [ TACE Color)
i e it Batch size:
Caussian Smovthing Imm Surber of epochs: 5
¥ Scale Vates toc  Z-Score L] of sample Unasriing raty: 5 064 Final LN i Masi ot ®
b Train Marwork | [ Export® Workspace | SR Train Netgork with Workspace I &-5ave Learning Ser | [ Save as X Glove

A text description can be appended to the Learning Set using the Description navigation button:

i.Learning Set[1l:  SELECT DATABASE B Grats 20 SN | DataBase ".aiSet |
Docu-1 ~[AILEARNING SETI Al LEARNING SET 2021-03-31 2133, 2021-03-31 .. Userl BraTs_20
[ ] @ Edit description
Learning Set: Docu-1 <21/101/942/% /BraTS_20>
Edit description:
% Create Learning Set + [ Defete | Export | Remame ] existing Description | s
— ! &
2. 5amples
f'* Subject Name | Study Date ![Tlmr‘ | Study Description | Serie!
BraT520_Training_0... 2020.07.13 2051578, T1
EraTs20_Training_0... 2020.07.13 20:56:38.6... T
BraT520_Training_0. 2020.07.13 21:06:49,1 T1
EraT520_Training_0... 2020.07.13 B
BraTs20_Training_0... 2020.07.13 T
EraTS20_Training_0... 2020.07.13 AT
BraTs20_Training_0... 2020.07.13 T1
EraTS20_Training_0... 2020.07.13 T
BraTs20_Training_D0... 2020.07.13 T
EraTS20_Training_0... 2020.07.13 T
BraT520_Training_0... 2020.07.13 Lz ok Cancel
BraT520_Training_0 3 T1 CEMEVS LA 1% 8D G R UDSDE S TR 1 193 T a9y
EraTS20_Training_0... 2020.07.13 5.9, Tl 2020-11-04 1424, 2021-03-31 2... MR g 155 240 240
Rra TS Traininn FAMIAT 1Y T AM_IILAL 1474 MPTLATAT Y g 1 188 AN ran

Leaning Set Creation

Create Learning Set opens a dialog window which allows an empty learning set to be created and
saved to the database (as component with extension .aiSet).
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The next step is to add training samples. First select the learning set in the upper 1. Learning Set

list, then select Add Samples at the bottom of the 2. Samples list.

@ @ Create Learning Set
et oatanas  ERESEERTRENS - 4

T |
Doai-1 1A LEARNING SETT Al LEARNING SET 071-03-31 203 F02L-03-31 2. Userl BraTs_ 30

¥ Creats Learning 541 4 [ Dalets | Expot | Renama | axistng | Deseription (=

2.5amples

T
I LR L)
| 4% Aad samples % memve v x
—
A imarning parameters | 4 Targetssitings | 5 Weights & Masifust
Seqment - ? oHy
RCE
Boxsize | | | [fmed  Maelszel | || e
[mmd
- 4 of samgie Imasming rate: 5 06-4 Final LU in Manifest

ok Train Marwork | [l Export® Workspace | Sl Train Neger k with Workspace I & save Learning Ser | [ Save as R Clova

A dialog window appears for selection of the input images. The flat database view

. Vertical
d . Harizontal
7 [l Fat series

[v] Clear atter loading - a g [ |

and advanced filtering options are useful to list the only the image series which are first in the
Associated list. Select all appropriate series from the filtered list and Set Selected. The dialog
window is closed and the samples added are listed in 2. Samples. For a quick quality control, the
fusion of the sample image and the corresponding reference segment can be shown in the

Validate Sample area by activating the Preview box:
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Create Learning Set

- —- S it poinats ‘.

) Validata Sampls |

1
IGSET] Al LEARMING SET H021-03-31 213, 2021-03-31 2., Wserl BraTs_20

port | Renams | existing Description (=

Series Descraption Modsfication ] Last Use ! Mad | nx oy Organ
B Eriteitteitn ool A i e

240 240
240 240
240 240
240 240
240 240
240 240
240 240
240 2a0
240 240
240 240 € 8 F @
240 240
240 20 7 )

8 1 = -
240 240 L] 4 W L§
240 240
240 240
240 240 L
240 200 @ oy > PR -
240 20 .

2014122, T1 2020-11-D4 1424 240 240 o0 TR
L4 EE——
o sl 66 sl
Sox
pinl~nl~ 0l ~
|et settings | 5.Weights & Manifest |
® samcle | @ Mask
@ X SR impont OViMask  * >l -
G % el wmpon 1.0 4 L) x @
] Cooy to FTP server:  NODE 1 >

@ .

Data Preparation

In 3. Learning parameters, the data preparation steps, architecture to be used and the training
settings are configured.

L ] ] Create Learning Set

E [ T =

Doeu-1 * -[ATLEARNING SET] Al LEARNING S£T . Userl BraTs a0
% Croate Laarning Set + | Dabete | Export | Remamae | existing Degcription (=
| 2.5amples |
& Stien e [fodetuse |Time [ SoicyDusopeion | Series Descririon Towose  [voi e T
BraT520_Training 0. 7. 2051578 11 2020-11-04 14:24,., 2021-03-31 2., MR 155 740 240
Bra T520_Training_01 20:56:386... T1 2020-11-04 1425, 2021-03-312.. MR 1 155 240 240
Era T520_Training 21:06: 15} 2020-11-04 14:24,, 2021-03-312,. MR 1 155 140 240
BraT520_Training 21:16:04.0... T3 2020-11-04 14:24,.. 2021-03-312... MR 1 155 240 240
Bra T520_Training 2102352 T1 2020-11-04 14:24.. 2021-03-312.. MR 1 155 240 240
BraT520_Training_0. 3 2118:06.7... T1 2020-11-04 14:25.. 2021-03-312.. MR 1 155 240 240
BraT520_Training 0. 2020.07.13 2105421 T1 2020-11-04 14:24.. 2021-03-31 2. MR 1 155 240 240
BraT520_Training 0. 2020.07.13 2107:523.. T1 2020-11-04 14:25... 2021-03-312... MR 1 155 240 240
EraT520_Training_D.. 21:15:235.. T1 2020-11-04 14:24... 2021-03-312... MR 1 155 240 240
BraT520_Training s 20:56:58.1... T1 2020-11-04 14:25... 2021-03-31 2... MR 1 155 240 240
BraT520_Trai 2115044, T1 2020-11-04 14:25... 2021-03-312.. MR 1 155 240 240
BraT520_T: 21:08:25.3... T1 2020-11-D4 14:25... 2021-03-312... MR 1 155 240 240
0. 2020.07.13 21:04:45.9... T1 2020-11-04 14:24,.. 2021-03-312... MR 1 155 240 240
2020.07.13 21:06:31.7, T 2020-11-D4 14:24,., 2021-03-312 MR 1 155 240 240
2020.07.13 21:09:50.8... T1 2020-11-04 14:25,, 2021-03-312.. MR 1 155 240 240
7 21113399, T1 2020-11=04 14:24,. 2021-03-312... MR 1 155 240 240
EraT520_Training 21:0: . Tl 2020-11-04 14 21-03-312.. MR 1 155 240 240
BraTS20_Training 2051 T 2020-11-04 14:24., 2021-03-312.. MR 1 155 240 240
BraT520_Training_0. 20:53 T 2020-11-04 14:24.. 2021-03-312.. MR 1 155 240 240
BraTs20_Training 0... 2020.0 2114 T 2020-11-04 14:24._. 2021-03-312.. MR 1 155 240 240
[ I 3 K|
]
4} Addsamples ¥ Remove W X
3.Learning parameters 4. Target settings 5. Weights & Manifest |
R ANCHITIER SR10) 4 £8 Architecrure:  Multichannel Segmentation ¥ ? Use GPU
rog b ™ mem; Pixel 5 m| -
Crop image Bou size [mem) el size [rm] ik e s
Gaussian Smoothing [mm] Nambser of epochs: 3
¥ Scale Values no:  I-5cone v 4 of sampls. Learning rate: 5.0E-4 Final LR in Marifest:
—— e ~— —
Fh Train Nevwork | [l Export R Workspace | Sl Train Metwork with Workspace & 6.Save Learning Set| [ Save as

The available data preparation steps are:

e Anonymize Samples: Anonymizes all images selected for training or workspace export (this is
particularly relevant for training on cloud-computing infrastructure).
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e Crop Image: Enables cropping to the associated VOI as described in Data Preparation?* or to
a fixed Box size.

¢ Pixel Size: Re-sampling of the images to a certain pixel size by either interpolation or down-
sampling.

¢ Gaussian Smoothing: Input image smoothing to reduce noise.

e Scale Values to: Normalization of the pixel value range by scaling according to a method

selected.
¥ Aver
[0 Max

[0 Awver above % of Max

I3 Averin percentile range
I3 Z-Score

Note that as an alternative to such pre-processing steps, the input images could be (manually) pre-
processed in other PMOD tools. In this case, however, the identical operations have to be applied
to the input images before prediction.

Data preparation helps to reduces the amount of unnecessary information in the sample and
standardize images which were not acquired using the same protocol.

original image image after preprocessing in PMOD

Neural Network and Training Parameters
The neural network Architecture and the training parameters are selected in the area to the right.

2020-11-04 14:24... 2021-03-31 2... MR 1 155 240 240

’ A
(']
ts & Manifest
Architecture: Multichannel Segmentation v ? Use GPU
pixel si
[mm] ixel size [mm] Batchsails
Number of epochs: 5
of sample. Learning rate: |5.0E-4 Final LR in Manifest:
‘ain Network with Workspace E 6. 5ave Learning Set n Save as

The neural network architecture is selected from the drop-down menu Architecture. The list
corresponds to the the content of the Pmod4.2/resources/pai folder, where the neural network
configurations are stored in sub-directories. Note that the Multichannel Segmentation
architecture is designed to be retrainable. It was initially tested for the 4 input series, 3 segment
output MICCAI BraTS example case, and was successfully reapplied for the Rat Brain
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Dopaminergic PET example case. This retraining is described as a Case Study later in this
documentation.

The checkbox Use GPU allows you to choose between training using the CPU or
available/compatible GPU.

The training parameters are:

e Batch Size: This parameter defines the number of samples that are processed before the
internal model parameters are updated.

o Number of Epochs: Defines the number of times that the learning algorithms processes the
entire training data sets. The length of the vector of loss values recorded in the Manifest
corresponds to the number of epochs. Hence multiple epochs are required to observe an
evolution of the loss value through training.

¢ Learning Rate: Defines the rate of change of the Weights. (For a Learning Set that has been
used for training the final learning rate reported in the Manifest is shown)

Definition of Target Segments

The reference segment image may contain more segments than actually required. The option
Select mask values on the 4. Target Settings panel allows the integer value of the required
segments to be specified by entering the label values of the target segments, separated by a
‘comma”.

[ 3.Learning parameters |  4.Target settings | 5.Weights & Manifest |

[v] Select maskvalues (1,23:7,9) 124

Saving of Training Result

Two files result from a neural network training, Weights and Manifest. The Weights file contains
the weighting given to each layer in the network. The Manifest file contains details of the Learning
Set and the training process such as the samples used for training, samples used for validation
(every fifth sample), number of epochs used, batch size, volume size, and the segments in the
output.

The file locations are defined on the 5. Weights & Manifest panel, and the files will be logically
attached to the current learning set.

| 3. Learning parameters | 4. Target settings | 5. Welghts & Manifest
Welights f...weights_TF.hS <1701/2011/4642 /" /BraT5> o x B4 mpon
Manifest ... @ % B@eE mpon
Send e... .-|_| Copy to FTP ser...
&_ Train Network u Export R Workspace E Train Netwark with Workspace ﬂ 6. Save Learning Set u Save as
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4 Training of Neural Network

Training of the neural network can be performed in three different ways represented by the three
buttons at the bottom of the dialog window:

% Train Network | B Export R Workspace = 8% Train Network with Workspace

1. The Train Network button directly starts the configured training locally. Depending on the
checkbox Use GPU, either your CPU or GPU will be used. Note that only the samples selected
in the 3. Samples list will be used for the training. As a result, the weights and manifest files will
be updated.

2. When activating Export R workspacel?%', the configured preprocessing operations are applied
to the selected data and the resulting images are exported together with the training
configuration in the form of a compact R workspace. The workspace can then be transferred to
a more powerful processing environment for the actual training. This can either be another
PMOD installation on a more powerful machine or in the cloud.

3. The Train Network with Workspace button opens a dialog window for loading a previously
exported R workspace and starts the training locally.

Deployment

After completion of the training, the resulting Weights and Manifest files can be transferred, along
with the definition of the model if necessary, to other PMOD installations for prediction.

Recommendations

On typical personal computers local training is only recommended for tests with a limited amount
of data. Performance may be acceptable with data that has a small matrix size (e.g. 50 x 50 x 50
for cropped PET data) and low number of input series for multichannel segmentation (e.g. 1 or 2).
The total time required for training cannot be estimated. While training is running you will see a
significant load on CPU/GPU. Even for powerful workstations, training with hundreds of samples
may take many hours. Training on a cloud computing infrastructure with virtual machines
accessing several GPUs is likely to be more time- and cost-efficient.

It is advisable to always perform a small "infrastructure check" training before launching training
with your full data set and many epochs. This can be performed using the minimum requirement
for input samples (2 samples), a batch size of 1 and a low number of epochs (1 is acceptable, but
2 or 3 will reveal changes in the loss value in the Manifest). If the input data has a high matrix size
(e.g. 200 x 200 x 200) and/or there are multiple input series in the sample, the data volume could
be reduced by using a larger pixel size for this training test (e.g. 2 x 2 x 2 mm instead of planned 1
x1x 1 mm).

Training Progress and Output

For data prepared on your local system, training is started by selecting the desired samples in the
Learning Set and clicking Train Network:
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| W Create Leaming Set

1. Learning Set [1]:

SELECTDATABASE Rl

M | Databasel " aiset |

name | Subjed name

|
LG
=

Preyiew

1 [ Woditytime | LastUse [usar Arch [Fraject [Gioup
amingege!  ~[il LEARS 2021-04-02 162 2021-04-02 1. User] Pmaod
[ 3|
¥ Create Leaming Set +| Dedete | Export | Rename | existing | Descriphon & Hhis is a description
2. Samples
| = s TIVHE Tremmay Feener D T frmsroee o for e
104190 RAC EARLY 20210107 17.3,, 2021-04-02 1., PT 1 40
085725 RAC EARLY 2021-01-07 171, 2021-04-02 1. PT 1 40
150826 DTEZ EARLY 2210107 165, 2021-04-02 1. PT 1 40
084445 DOTEZ EARLY 2021-01-07 17:0.. 2021-04-02 1. PT 1 40
091320 WP EARLY 20210407 175, 2024-04-021_ PT 1 40
081320 NP EARLY 2021-01-07 174, 2021-04-021.. PT 1 a0
‘ 0
E—
4 agasamples > Remave ® o [ ¥
3. Leaming parameters | 4. Target settings 5. Weights & Manitest
] anonymize samphes
Nonymize samples Architecl.. Mullichannel Segm_. * T Use
o . . . {RGE Codor)
Crop im Boxs mm. Pl [m Bateh sima: 1
| Gaussian Smocthing Imem] Number of apoc... 5
[¥] Scale Values to:  Z-Score v d of sample. Leamning rate: 5.0E-4 Final LR in Manif. .
| Fh Train Natwork | B Export R Workspace | S Train Network with Workspace B 5. Save Learning Set | [l Saveas ® Close

The RConsole opens and the Execution test and PAI diagnostics test are performed. If the tests
are passed the selected samples (all input series and associated Segments) are loaded:

HL Rconsole

IMEorTm = = Tirtocher ,

Data * Matlx  * Measure ¥ \Workspace ¥ B Seripls = Applicslion MR Relasometry * 2 General ANDVA Ll | -
|| Commands [=Clrl-Enter= -= exocube, =Ciri+B> > pagcule block, =Cil+upidown= » Dulpit Hy =
|

Connecting 1o the 5 1. Connecled

a default sef

ged
reated

oaded

10} ‘Bunny-Wunnies Freak Out Windows
iR

a: 11 maskimages11 _ Loaded

Paszed

Loased

Loased

Loaded

o 0 <6

?

1 8

JA
4

4

During training a high CPU/GPU load can be observed in the system monitor (Windows 10 Task

Manager shown):
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1% Task Manager - a X
Fle Options View
Processes Performance App history Startup Users Details Services
\ | €EPU ;
e CPU Intel(R) Core(TM) i7-2600K CPU @ 3.40GHz
l %% Utilization 100%%
Memory BRYYY) /\*/\/V A
[ T/2406B(30%) \
Disk 0 (D)
0%
L
Disk 1 (C) K A T
\ 0% |
1
Ethernet 60 secands 0
Local Area Conne.. Utilizati Sheed B 4 3,40 GH
5.0 R: 0Kbps flization  Speec ase- speed: ¥ z
30%  352GHz Fockete !
Cores: 4
Processes  Threads  Handles Logical prcce:sck: 8
228 2618 94886 Virtualization: Disabled
. Hyper-V support: Yes
Uptime U1 cache 256 KB
14:17:17:16 2 cache: 10M8
L3 cache &.0MB
(%) Fewer details (®) Open Resource Monitor

Once training is complete a dialog appears to save the Weights. They can be saved to the
database or file system (the same database as the Learning Set is recommended):

U Save as Al LEARNING WEIGHTS X
S [ — [ cumrrie © netncuss )@
| Enter name lexample-training | X %@ Attach to Subject (Series)
b - g
Subject Name | SR e
SubjectiD | _
r Madification: -
Component name |*
[J Current Series LastUse: g
Components @
i i i i
| Selectall %X | € Delete i B Export | Repame G Save to File System

A confirmation dialog in the RConsole confirms that learning was completed and the components

saved. The RConsole can be closed:
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Output By =

names(maskimages6)[i] = pastefmaskimg',isep="); e

4
[

}

;| masklmages =-list{sample1=maskimages1 sample2=maskimages2 sample3=
(i),

:{| rm{maskimages1);
|| gelverbose=FALSE);
rm{maskimages2);
gci{verbose=FALSE);
3| rm{maskimages3);
#|| goiverbose=FALSE);
mMmimaskimages4);
gciverbose=FAL SE);
rm{maskimagess);
gciverbose=FALSE);

rmi{maskimam
gciverbose=F| Confirmation > 4
| > pm.show(
> failed <- FAU Learning has been completed.
MTRUE && Weights file has been saved thages
printCinvl @ Manifest file after learning has been saved
failed <] Do you want to close Rconsole?
Hlyelsef

output = | v Yes ” X No [ =

=result =- ‘Leaming finished.
= if{ failed==TRUE }{result =- Learning failed.}

= pm.event(result)

i | [»

Crrnre

The Weights and Manifest are now attached to the Learning Set:

Hik Create Leaming Set

DVOT—— | [e—

[ Companent name
example-learming-gel

me | Subjedid | Series d: [+ Wodifytime | LastUse | Usar | Ach | Projed [ Gioup
ARMING SE. Al LEARNING 20210402 162 202104021 Userl  Pmod

0
¥ Create Leaming Set + | Dedete [ Export | Rename Jexisting | Descriphon & fhis is a description

[ Sty Date es Description [ o [Lastuse  [uwos [u_[m
2017.10.06 . PT 1
2017.10.08 PT 1
20171011 PT 1
20171012 PT 1 a0
2 017.10.17 Pr 3 at
24TMP RO 20171017 PT 1 40
1L ]
4} addsamples > Remove o X
| 3.Leaming parameters | 4. Targetseftings | 5. Weiphts & Manifest |
Weighls .. example-raining 82050 Pmods o= X 24 impot
Manifest . exampla-raining json <8205 1 Pmod= o x S4B Impot
[Sends... [ Copyta FTP
=
£ Train Natwork || Il Export R Workspace | S55% Train Network with Workspaca & 6. Save Learning Set | B Save as

Freyiew

(RGE Codor)

® Close

Details of the training are recorded in the Manifest. It can be exported and read using a text editor:
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3 # Bl Load from D8: Al LEARNING MANIFEST

1. Learning Set [1]:

examgle-paming-sf

: i
% Create Learming| [

2. Samples

24TMPROI

¥ Add samples

|3 Leamning param|

Winights

o

DIATARAS = w - ® CearFiter & RefeshOuery & | @ bw
= [
Birth Date = =
= Modification = o mf -
Companent name *
Current Serles LasiUse = v iGwr X
A LEARNING MANIFEST [1) @
Componl name [ Subject name [ subjectia [ Series descr [+ Wodits tims a5t Usa [ Fan size [ sex [ irth dat
example-traming json ~[Al LEARNING SE.. Al LEARMING 2021-0402 162 . 2021-04-021 2300
|
il )] toa (%]
* € Deetz| BB Expont | Repame = Load from File System ||
G Retriove Cancel |
T (RGE Codor)
Manifest.. exampla-training json <8205 17 Pmod -x 248 Impot
Sende | Copy fo FTP
B Export R Workspace | S Train Network with Workspace & 6. 5ave Learning Set | [l Save as ® Close

B Train Notwork

The content of the Manifest file is as follows. The evolution of the training loss value with each
epoch can be observed, and those samples used for training and for validation can be identified:
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/| example_training_json_161401971757700 json - Notepad
File Edit Format WView Help

"TrainingSessions": [

"Info": {
"ReportTime”: "2021-04-82 16:28:17",
"Softwarelonfig": {
"PMODVersion™: "4.203",
"PythonVersion": "3.8.6",
"TFVersion™: "2.4.0",
“RVersion": "4.8.3"
}J
"HardwareConfig": {
"ComputingUnit™: "CPU",
"RAMgb": 23.97@9
¥
1
“LearningParameters”: {
"Cropping”: false,
"BoxSize": [
58,
58,
58
1,
"PixelSize": [
1,
1]
1
]J
"VOICropping™”: false,
"Model": "Multichannel Segmentation”,
"NormalizationType™: 4,
"BatchSize": 1,
"Number0fEpochs™: 5,
"StepsPerEpoch”: 4,
"LearningRate™: ©.80@5,
"UseGPU": false
})
"TargetSettings™: {
"UsedMaskNr": [
1,
2.1
3
1
1

“TrainingResults": {
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1| example_training_json_161401971757700,json - Notepad = 0 X
File Edit Format WView Help

} -

"TrainingResults": {
"EndLearningRate™: ©.0005,
“Trainloss”: [8.9926, ©.9907, ©.3982, ©.9899, ©.9898],
"Valloss™: [@©.9923, ©.9935, ©.9938, ©.9938, @.9931],
"WeightsPath": ""
T
"Performance": {
"StartTime™: "2821-84-82 14:26:29",
"EndTime": "2021-84-82 14:28:17",
"TimeOverall™: 1@8.3364,
“TimePerSample": [8.7815, 4.3561, 4.3773, 4.3809, 4.3773],
"TimePerEpoch™: [35.1262, 17.4244, 17.5892, 17.5237, 17.5092]
}!
"InputDatalnfo™: {
"TrainingSamples™: 'ml EARLY <5/13/29/1.EARLY/Pmod>", | DTBZ
| EARLY <7/19/48/1.EARLY/Pmod>", | DTBZ | EARLY 46/16/36}1.EARLY/Pm|
MP | EARLY <2/4/8/1.EARLY/Pmod>"
["ValidationSamples-| {_| Rac | EARLY <4/10722/1.EARLY/Pmod>”, | NEGNGNGEG:G: v~ |
EARLY <3/7/15/1.EARLY/Pmod>"],
"ImageSizes": [
[
59,
49,
4@,
1
1,
[
59,
49,
48,
1
1
]J
"InputChannels”: [
"1.EARLY",
"2.LATE"

1,
"InputModalities™: [
“PT™,

T

Additive Training

The best results are achieved by training in a single session with the maximum amount of data
available. However, in a situation where the initial number of samples is limited and new samples
will become available on a regular basis it is possible to try additive training. For example, where
50 samples are available at the start of a project and 10 new samples will be preprocessed every
two weeks.

Additive training is achieved by adding the new samples to your existing Learning Set, selecting a
subset of the total Learning Set (a combination of existing samples and new samples is
recommended, e.g. select the 10 new samples and 10 existing samples), then launching Train
Network based on the existing Weight and Manifest (identified on 5. Weights & Manifest).
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[ I I I

{} Add samples X Remove +/ X

[=1

3. Learning parameters | 4.Target seitings | 5. Weights & Manifest

Welght... Tumor_Detection [DIR: C/Pmod4 2iresources/palimn_tumor_deteclion/welghtsTumor_Detection o 2 24E impont
Manifes... Tumor_Detection [DIR: C:/Pmod4_2iresources/pai/mri_tumor_detectionfweightz/Tumor_Detection/] (e X E4H Import
] Send. | CJ copytaFTP .
Bk Train Network | B Export RWorkspace | Pisk Train Network with Workspace | M 5. Save Leaming Set H save as

4.1 Exporting an R workspace
]

Sample Selection

When exporting an R workspace for external training the selection in the 2. Samples list is
relevant. Only the selected samples will be exported and used for the training. An error message
will be shown if only a single sample is selected during the export. Otherwise, a dialog window is
shown listing the selected samples and providing an approximate RAM size needed for the

E1Y

1.leaming Set[1]:  SELECT DATABASE BB | Caaoases s aiset | Freyiew
Erample-dnaming-sel  ~[Al LEARMING SE.. Al LEARNING 20210402 162 202104021 Usert  Pmod
1 |

¥ Create Learning Set + | Dedete | Export | Rename | existing Descripbon & fhis is 3 descripion

2. Samples
& Subjectblame | Siudy Date [ime [ SmidyDeseription | Series Description | ModScasion [LasiUse  [Med  [mt  |nz
104990 RAC EARLY 20107 173, 20104021, T 1 ]
0B5725 RAC EARLY 2021-01-07 7.1, 2024-04-021., PT 1 Eh|
150828  DT6Z EARLY 20210107 165, 2021-04-02 1. PT 1 4
| og4445  OTEZ EARLY 2021-01-07 17.0.. 20210402 1. PT 1 4
| Qg3 WP EARLY 2021-01-07 175, 2021-04-02 1 PT 1 40
| 081320 WP EARLY 2021-01-07 174, 2029-04-02 1. PT 1 a
i v
L
4% Add samples - ¥ o [ 100 %]
Confirmation %
| 3. Learning |
— Do you want bo expon R workspace containing [5] normialized sampie{s)?
|?
Weights... u v EXPORT X No e % EeE impod [RGB Codor)
Manifest. . e Ty 4= X 4@ Impot
Send e | Copyto FTP

Bh Train Notwork || [l Export R Workspace || 2 Train Network wiih Workspace & 6. Save Loarning Set | Il Save as % Close

Note that the Anonymize samples option is useful when exporting an R workspace, ensuring that
no subject information will be transferred to another workstation or cloud-computing infrastructure:
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Hil Create Leaming Set

|
1.Leaming Set[1}: SELECTDATAEASE NS Pmod - N | Data Freglew
| = B
it namo Subject name | Subjed ia | Series descr [ Modity ti | Last Use | Usr arct Froject [ Group |
nple-parning-se!  ~[A LEARMING SE.. Al LEARNING 52 2021-04-02 1. Userl Pmiad
[ Iv]
¥ Create Leaming Set + | Dedete | Export | Rename | existing | Descriphon & fhis is 3 description |
|
2 Samples |
[ Time [ stuaty Dezeniption | Series Description ation [Lasiuse [ moa at [nz
10410 RAC EARLY 10107 173, 20210402 1., PT 1 40
085725 RAC EARLY 2021-01-07 171, 2021-04-02 1. PT 1 40
150826 DTEZ EARLY 2210107 165, 2021-04-02 1. PT 1 40 |
084445 DOTEZ EARLY 2024-01-07 17:0.. 2021-04-02 1. PT 1 40
091320 WP EARLY 2021-01-07 175, 2021-04-021_ PT 1 40 |
091320 NP EARLY 2021-01-07 174, 2029-04-02 1. PT 1 a0 |
i |
L
4 Addsamples = Remove ® o [ '
3. Leaming parameters | 4. Target settings 5. Weights & Manitest
L Anony I E oz
nonymize samples Architec . Multichannel Segm - i Use
- . . o {RGE Codor)
Crop im. Baxs jmm.. Poel |m Bateh sima: 1
Gaussian Smoothing Imem) Number of apoc... 5
¥] Scale Values bo.  Z-Scong r i of sample. Learning rabe. 5.0E-4 Final LR in Manif. . |
Fh Train Matwork | [l Export R Workspace | Sl Train Network with Workspace & 6. 5ave Learning Set | [l Save as X Close |

R Workspace Export

The EXPORT button opens the PMOD R Console, executes the preparations including data pre-
processing, and opens a dialog window for saving the workspace. Typically Save to File System
will be used to make it easily available for transfer to a different training environment:

=

Scripts = Agplication General
4
Commands [=Cir+Entar> -> gxocule, =Cirk+B> -> gxecule block, =Cik-upidow [ Dutput B =
| S Save as R WORKSPAC by
B Save ac R WORKSRACE Images5)i < paste{maskimg' i sep=
DaTABAsE IS Pmod o "% | DatzBasel "RData | % ClearFilter # RefeshQuery @ & Imagess
”lznlm name example-foworkspace * W Atach to Subject (Series)
| [ mages6 ) = paste{maskimg.i sep=
ple1=maskimages1 sample2=maskimages2 sample]
Birth Date = -
Moddicabion = = Pgr
Companent name |*
Current Series LastUse = v Gmr

Components ()

T < gesirray
= Save toFite System | ! .

u Save Cancel ! =
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5 Use of Trained Neural Network for Prediction

Trained networks can be used in PSEG for the segmentation of input images with the same
characteristics as the training images. Please apply the same preparations®34 including
associations and cropping VOI definition as for the training samples.

Image Loading

Start PSEG, and on the INPUT page use the Load INPUT button for loading the image to be
segmented. In case of a segmentation requiring multiple input images, use the one which appears
first in the association list.

BB PET Image Segmentaticn (4.203) - | SN: BraT520_Traimemsg 001, BD: |

DB Load | MACHINE LEARNING

E NN
]
0 =

»
a

=
L]
=
4
0
£
F i
¥ » o8

WaHame (» B & 1] -

= Sognenishle (g« O T Tl B B a4 © @% LcasProtca @8 SaveProtocol | Loaded

Do NOT apply cropping or interpolation in the lower right (this will be done by the model if needed),
set Masking to No Masking, and continue using the Segmentation button.

Learning Set Configuration
On the MASK page set the segmentation method to MACHINE LEARNING.
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e PET Image Segmentation (4203) - | 5M: BraTs20,Trainureg 001, B0: |

DB Load | MACHINE LEARNING

MACHINE LEARNING

WWama (» N & 1 - o ee 7 » Segmentabon

LAS-W-A.I- |es am ol B % a © @9 LoarProoce 39 SaveProcol | Masied

Then choose the appropriate model for the segmentation using the menu Select Learning Set.

MACHINE LEARNING v 4

Select Leamning Set.

|
Tumor Detection tMuinchanneI...El LD 4 :B

Shq [NONE]

Rat Brain Dopaminergic PET (Multichannel Segmentation)

¥ Tumor Deteclion (Multichanne| Segmentation)

7@ & ? b Segmentation

Note that a description of the model can be retrieved using the PAI Model Help button:
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= ~
78 1 40 g »
i 5] v
|

I PAl Model help x [
d
Automated ati f GD-enhancing tumor, the peritumoral edema, &
and the necrotic and non-enhanding tumor core from combined MRI data .

PMOD version: 4.201 ?
Number of trainings: 1
Last training date: 10.09.2020

Input sample description:

MNumber of associated images: 4 .
1: label: *1.T1", modality. MR a
2: label: "2 T1CE", modality: MR ;

3: label: "3.FLAIR", modality: MR B

4 label: "4 T2", modality: MR

Results:
MNumber of predicted segments: 3

A medified U-net architeclure appiic r 3D image data, intended f
The number of input channels is : cally adjusted to the imag
predicted segments in the output depends on the Target Settings defined in the Cr

mage segmentation
sample, the number of
te Leaming Set interface of PAI

X Close Clipboard & Print

SelectLeaming Set

Tumor Detection (Multichannel.. * (T« ||

| Show R console

a ® @ ? b Segmentation

Segmentation

Use the Segmentation workflow button to start prediction. The input data is transferred to the R
Console and processed using the selected model. If Show R console was enabled, the resulting
label maps are displayed on the image tab of the R Console:

DB Load | MACHENE LEARNING

AEOTH & = ?

R T T

L‘S'l'iifﬁ"i‘ﬂ"' e 07 MPEEE R . @ @ s roced @B G ol Sugmarsd
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PMOD Atrtificial Intelligence Framework (PAI)

The result of the segmentation is a label map which is overlaid on the input series on the
SEGMENTS page (once the R Console has been closed).

DB Lead | MACHINE LEARNING

o

2 &

& -

| g

* -

J.

A

-~

€

&

it

&

- 20

-
-] <
Lt

N5 L B} 1.0 - (s |

aSegment+Als | = O T il FE ®m o © @ Load Protocol BB Save Proocal

wel 1 "

- - &= NTS -
« 8 @
VoI -
as 1 “ ¥
™ o
@ Rardom T4 r@AW - o
0. § 40 =
T TN | L OO 10T .
i1 X 100 [y -
>
@ AVIR | @ SECMENTS
OVLSEGMENTS = > Lt b [}
x @ o
o (U (3] @ =
Value range:  STUDY -
Sty
Marker
AVR
Sagn
PVC
¥ New YOI
emplate
5 - Fil: ®e 7|0
Segmented

The labels can be converted into a VOI by right-clicking a segment in the image. This opens a
dialog window which allows a VOI name to be selected from a list, or simply entered, and then
applies iso-contouring to generate the VOI. The label map itself can be saved using the save

button in the taskbar to the right.

Please refer to the PSEG User Guide for details of the general segmentation functionality.
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6.1

Case Study - Rat Brain Dopaminergic PET Model

The Multichannel Segmentation architecture is designed to be used in new applications. It was
initially tested for the 4 input series, 3 segment output MICCAI BraTS example case, and was
successfully reapplied for segmentation of striatum and cerebellum in rat brain dopaminergic PET.
The process of preparing the data to reapply the architecture, the training, and the evaluation of
the outcome is described in this case study.

Sample Preparation

PET imaging of the dopaminergic system results in images with high tracer uptake in the basal
ganglia:

Fully quantitative analysis of PET with tracers for targets in the dopaminergic system typically uses
time-activity curves from the striatum (in small animals; caudate and putamen in humans) and
cerebellum (reference regions devoid of dopaminergic neurons/synapses). Dynamic PET studies
typically cover a time range from 0-60 minutes after intravenous tracer injection.

In both small animals and humans, brain VOI atlases and tracer-specific templates such as those
available in PMOD have long been used to achieve reproducible analysis and facilitate batch
processing. The application of VOI atlases and templates used depend on the availability of
anatomical imaging series to complement the PET data. In small animal dopaminergic PET
studies it is common to have only the dynamic PET data. Matching to a PET template normally
requires averaging in a time range that reveals specific binding and reduces image noise. Due to
the limited tracer distribution researchers sometimes struggle to achieve a satisfactory result.

PMOD's Rodent Brain analysis tool (PNROD) provides a streamlined workflow for such analysis
and with careful creation of a template image and selection of the averaging range works well for
batch processing of rodent brain PET data. It was used to process 382 rat brain dynamic PET
image series. The data comprised PET at a range of ages and with the tracers [''C]-raclopride,
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["'C]-methylphenidate and [''"C]-DTBZ. A template image specific to this study data was created
from a subset of the data using standard functionality in View and Fusion tools.

The traditional analysis workflow for this data is summarized below:

Brain Atlas

Brain Atlas Regions

The dynamic PET data was averaged. This average was normalized to the template, allowing atlas
VOls for striatal regions and cerebellum to be created in the original PET image space. These
VOlIs were used to extract time-activity curves that were used for kinetic modeling. The Simplified
Reference Tissue Model was used to calculate BP .

PMOD's Al framework (PAl) offers an alternative approach to segmentation of such data. 382 input
samples represents a reasonable number for training of an ML model, and the VOlIs generated by
PNROD represent gold-standard method reference segments.

The Multichannel Segmentation architecture presented a potential advantage over the traditional
workflow in that multiple averages can be provided as input. The average used for PNROD
processing was selected to provide a specific-binding signal in the striatum but also some
remaining blood pool signal to represent a more general brain outline. The cerebellum is not well
defined in this average. Therefore an early average image created from the first 5 minutes after
tracer injection and a late average of 30-60 minutes after tracer injection were generated using
Pipeline Processing and organized in a Database:

The VOI results from PNROD were converted into reference Segments using the Mask By VOI
Number functionality available in the View tool and added to the Database.

The LATE and SEGMENT images were Associated with the EARLY image for each subject in the
Database. The Project labels 1.Early and 2.Late were assigned to the EARLY and LATE images.

The Database was used to create a Learning Set for training with the Multichannel
Segmentation architecture.
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6.2 Training and Validation

The Learning Set was exported as an R workspace and transferred to cloud computing
infrastructure for training. PMOD can be installed on the virtual machine provided by the cloud

e Create Leaming Set
|

computing provider and training launched using the R workspace:

1.Leaming Set[1}: SELECTDATABAsE |[ESSPRGH | B | DataBase) " aiset |
|
| Companant nama Sl ame | Subjed ia | Series descr = Wodify o] Last Use | usar | ret Project up
example-earning-sel  ~[Al LEARNING SE.. Al LEARNING 2021-04-02 162 2021-04-02 1. User] Pmaod
i
¥ Create Leaming Set + | Dedete | Export | Rename | existing | Descriphon & fhis is 3 description
2. Samples
s Subject Name | Stugy Date | Time | Study Deseription | Series Description a0 LagiUse | Mod it | nz
10410 RAC EARLY 2021-01-07 173, 2021-04-02 1., PT 1 40
085725 RAC EARLY 2021-01-07 171, 2021-04-02 1. PT 1 a0
150826 DTEZ EARLY 2210107 165, 2021-04-02 1. PT 1 40
0@4445 DOTEZ EARLY 2024-01-07 17:0.. 2021-04-02 1. PT 1 40
091320 WP EARLY 2021-01-07 175, 2021-04-021_ PT 1 40
091320 NP EARLY 2021-01-07 174, 2029-04-02 1. PT 1 a0
] ¥
4 Addsamples = Remove *
3. Learning parameters | 4. Target settings | 5 Weights & Manifest
ANOnuTRIe 33mokes
NONYMIZe samples Architect . Mullichannel Segm_. * T Use

Boxs mm. Pl [m

Imen]

alues b Z-Score bl | of sample

Bk Train Notwork || [l Export R Workspace [ﬂ Train Network with Warkspace

The parameters used were:

e 4 GPU V100, memory 488 GB

382 samples (305 training, 77 validation)

pixel size 0.5 x 0.5 x 0.5 mm

batch size 16

Learning rate 0.05

epochs 300

Batch size: 1
Number of apoc.. 5

Learming rate; 5.0E-4

Final LR in Manif

B 6. Save Learning Set | [l Save as

Freview

L
o (%]
(RGE Codor)
X Close

Training took 3 hours 8 minutes at 0.123 seconds/sample. The loss values for training and
validation were extracted from the Manifest and plotted:
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The plot illustrates how the loss value reduces with each epoch until a plateau is reached.

The Learning Set, Weights and Manifest were exported from the virtual machine and used to
create a new model folder Rat Brain Dopaminergic PET in the weights subfolder of the
Multichannel Segmentation folder in Pmod4.2/resources/pai. After this Deployment it was
possible to test the model performance of comparable rat brain [''C]-methylphenidate data for
which an anatomical MR image was available.

The resulting VOlIs are shown below on the EARLY, LATE and anatomical reference MR images:
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rat 1 late

Time-activity curves were extracted from the dynamic PET series using both these VOIs and
reference VOIs from PNROD. The two sets of TACs are shown below with matched axes:
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The curve with faster washout in each case is the cerebellum.
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7 PMOD Copyright Notice

Copyright © 1996-2021 PMOD Technologies LLC.
All rights reserved.

The PMOD software contains proprietary information of PMOD Technologies LLC; it is provided
under a license agreement containing restrictions on use and disclosure and is also protected by
copyright law. Reverse engineering of the software is prohibited.

Due to continued product development the program may change and no longer exactly correspond
to this document. The information and intellectual property contained herein is confidential between
PMOD Technologies LLC and the client and remains the exclusive property of PMOD
Technologies LLC. If you find any problems in the document, please report them to us in writing.
PMOD Technologies LLC does not warrant that this document is error-free.

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any
form or by any means, electronic, mechanical, photocopying, recording or otherwise without the
prior written permission of PMOD Technologies LLC.

PMOD Technologies LLC
Sumatrastrasse 25

8006 Zirich
m 0 Switzerland
+41 (44) 350 46 00

support@pmod.com
http://www.pmod.com
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